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Image Steganography Using Different Methods

Abstract:

This report contains 3 different methods of image steganography. Here we will show you 3 methods
from 3 different ages of the steganographic world.

As the first method we chose PVD (Pixel Value Differencing). According to the human vision,
eyes can tolerate more changes in edge block than in smooth area block so more data can
be embedded into the sharp edges than into smooth area . This method takes the difference
value of two consecutive pixels, and then embeds k-bits of the data onto their LSB bits according to
the difference.

As our second method we chose TPVD (Tri Pixel Value Differencing) method. It is nearly same as
the previous method but here we take a 2*2 block of an image and then following some algorithm
we decide in which pixel pair we should embed the data. This makes the distribution of the data
more random, making it harder for the hackers, who try to break the code and steal the data.

And at last we chose integer to integer S WT (S-Wavelet transformation) to hide the data. Here we
will break the image in four parts, as it happens in wavelet transformation. And then embed the data
in one of them and then reform the original image from those four components, and then send the
data to the receiver through the medium.

Methods:
1.A PVD approach proposed by Cheng-Hsing Yang, Chi-Yao Weng,
Shiuh-Jeng Wang, Member, IEEE, and Hung-Min Sun:

a.Introduction:

The internet is becoming increasingly popular as a communication channel. However, message
sending via internet have some problems. There are some people who try to steal your message
while it is in the medium . Nowadays with increasing usage of the internet, the number of such
people is also increasing. So, now it is so important to secure your data while it is in the medium and
to bring security there are two methods, one is to modify the data (in terminology it is known as
cryptography) and another is to hide the data(in terminology it is known as
steganography).Researchers of Greek history came to know that this data modification and hiding
system is used since ancient Greece. So we can say that requirement of the hiding and modifying

the data are quiet old.

A well known and the most basic steganographic method is the least significant bit (LSB)
substitution. This method embeds secret data by replacing k LSBs of a pixel with k bits directly.
However, not all pixels can tolerate an equal amount of change. As a result, many new sophisticated
LSB approaches have been proposed to improve this drawback . Some of these methods use the
concept of human vision to increase the quality of the stegoimages .

In 2003, Wu and Tsai proposed a “pixel-value differencing” steganographic method that uses the
difference value between two neighbor pixels to determine how many secret bits should be



embedded . Here we discuss Adaptive Data Hiding in Edge Ares of Images with Spatial LSB Domain
Systems, proposed by prof. Yang, prof Weng and Prof. Wang. In this method the maximum amount

of data

is hidden in the edge areas of a grayscale cover image.

b.Method:
Embedding :
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The cover images used are of 256 gray values.

Difference value d is computed for every non overlapping block with two consecutive pixels.
Here we take three ranges for difference value of pixels R1=[0-1 5], R2=[16-31] and R3=[32-
255].

In addition, to succeed in the readjusting phase we apply the restrictions /<=logR1l,
m<=log,|R2|, h<=log,|R3| to the J-m-h division, where [R1], |R2|, |R3| are the cardinality of
R1, R2,and R3 respectively.

For each block, the detailed embedding steps foran

[-m-h di

2.

3.

vision are as follows-

Calculate the difference value for each block with two consecutive pixels, say pi and pi+s
using d; = |pi —pisil-

From the [-m-h division, find out the level to which d;belongs to. Let, k=1 m,andh,ifd;
belongs to the lower level, middle level, and higher level, respectively.

By the k-bit LSB substitution method, embed k secret bits into p; and k secret bits Into pi+1»
respectively. Let p ' and p i be the embedded results of pi and pj+1, respectively.

4. Apply the modified LSB substitution method to p;and pi+/-

5. Calculate the new difference value d; by d'=pi—p il

6. Ifd, and d; belongto different levels, execute the readjusting phases as follows.

6.1. d; belongs to lower-level, d’; does not belongs to lower level.
If pj >= Pir1» readjust (p’i,p’i1) 1O being the better choice between (p'i, p’,-,,1+2k) and (p'r
2° B ; otherwise, readjust (p’i,p’ir1) tO be the better choice between (p’i, p’,-ﬂ—Zk)
and (P,i+2k, p’ia)-

6.2. d; belongs to middle-level, d’; belongs to lower level.
If pi >= Pi+1 » readjust (p i P ’.,,) to being the better choice between (p’i +25 p'iet) and
(P Pix -2%) ; otherwise, readjust (pi P i+ ,) to be the better choice between (P’ -2k
p'ivr) and (' p’i+1+2k)-

6.3.  d;belongs to middle-level, d’; belongs to higher level.
If p; >= pisi > readjust (i .p .4,) to being the better choice between @i p'[+,+2") and
(p M) otherwise, readjust (pi .p '..,) to be the better choice between (i, P i+1-
2¥) and (p 425 i)

6.4.  d;belongs to higher-level, d’; does not belongs to higher level.
Ifp; >=Ppi+i» readjust (p i ,p i+1) 10 being the better choice between (i, P i+ ,-2) and
(p ’,-+2k P i) otherwise, readjust (p'i.p'i+) to be the better choice between (P i,
P ’,'+/+2k) and (p ’,'-Zk, P ’;+]).

<In Step 6> the better choice, say (X, Xir1), MEANS that it satisfies the conditions that [xx;1| and

d; belong to the same level.

Extraction:

The ste

go image is partitioned into non overlapping blocks with two consecutive pixels, and the

process of extracting the embedded message is the same as the embedding process with the same
traversing order of blocks.

For eac

h block, the detailed steps of data extracting are as follows-



1) Calculate the difference value d; for each block with two consecutive pixels, say p’; and p i/,
using dy[ == lp ﬁg 4 ’;’+1l.

2) From the [-m-h division, find out the level to which d’; belongs to. Let , k=, m, and h, if d’;
belongs to the lower level, middle level, and higher level, respectively.

3) From the k-bit LSB ofa pixel, extract k secret bits from p’; and k secret bits from p el -

c.Results :
we applied this data on ‘Cameraman.png’ and after embedding we see it is impossible for our
human eye to guess that the pictures are different.

: original cover image : : stego image :

Then we applied the same method on 5 different images and compared those with the help of
some conventional parameters-

Image Name MSE RMSE | PSNR [ ssm__|
Macao.png 4.3130e® 5.3513 133.5617 0.9999
Monkey.png B 8.6697e” 9.3111 128.7508 0.9999
Cameraman.png 4.3678¢” 0.0002 121.7281 0.9999
Lenna.png 7.3051e” 8.5470 129.4946 0.9999
| Baboon.png [ 7.8871e® 8.88095 129.1616 0.9999

2.Image steganography using Tri-Way Pixel Value Differencing by
Ko-Chin Chang,Chien-Ping Chang,Ping S Huang,Te-Ming Tu,2008:
a.Introduction:

This method is quiet similar to the previous one. But here we will choose different blocks of an
image to embed the data and then determine the pixel pairs in which we should embed. We know
Human eyes can tolerate more change in the edge areas than to the smooth areas. So based on this
we can embed more bits in the edge areas in order to increase the capacity.

b.Method:

Embedding:

Step-1 > Divide the gray valued cover image 2x2 blocks and then take the 2 consecutive
pixels in horizontal , vertical and diagonal directions.

mx'y) P(x+1y) Here x and y denotes the pixel positions.
Let, P(x,y) is starting pixel then 3 pixel pairs can be found as
PO=(P(x,y),P(x+1,y))
P1=(P(x,y),P(x,y+1))
P(xy+1) Pec+Ly+1) | P2=(P(x,y),P(x+1,y+1))




pg:(P(x,y+1),P(x+1,y+1))

Step-2 > Calculate pixel value difference of each pair as

do=P(x+1,y)-P(x,y)
d1=P(x,y+1)-P(x,y)
d2=P(x+1,y+1)—P(x,y‘)
d3=P(x+1,y+1)-P(x,y+1)

e The range of [di] is in petween 0 to 255.

s if |di|<0 then discard the pixel pairs.

e The small value of |di| locates in the smooth area.

e The large value of |di| locates in the sharp area.

e According to the human vision eyes can tolerate more changes in edge block than in
smooth area block so more data can be embedded into the sharp edges than into
smooth area .

Step-3 > Design a range table with Ry where k=1,2,...,n.
e Range of the table is 0 to 255.

R,=10,15)

e The lower and upper boundary of R denoted by lx and U
e The width (w) of R is calculated as
WUt
e For each pair of pixel value difference (|dil) calculating the range as
j=min(ue-1dil) where ug|d;| for all 1<ksn.
Then R; is the located range.
e Compute the amount of secret data bits(t) embedded into each pair of consecutive
pixels by
t=| log,w; | where w; is width of R;.

Step-4 >
After embedding t bits into consecutive pixel difference value, compute the new difference

value.

e Read t bits from binary secret data and transform the bit sequence into a decimal
value b.

e Calculate the new difference value di’ as
di'=lj+b if di=0



Or di’=-(lj+b) if di<0
Here |j is the lower limit of Rj.

Step-5 >

Computing the new pixel position as

Pi’=Pi-| (m/2) |

Pi+1'=Pi+1+| (m/2) |

Here m=di’-di

The secret data is embedded into the pixel pair
(Pi",Pi+1’) is done by changing the values of Pi and
Pi+1.

Step-6 > Here is an optimal selection approach to achieve minimum Mean Square Error of
new embedded pixel points.

All values are greater than | or iess h greatest {mij
mi={-8,-4,-3} {0,122} | Ex: then ioptimalt=0

Alt are same sign & only one Select the pair from the other 2
is mig{0.1-1} Bx: mi={4.3.1} ic{0.1,2}. [ pairs with the smallest |mi}. Ex:
Jeptinml =1

Only one has a different sign from | Select the pair from other 2 pairs
the other 2 Exmi=(7.4.3) 12{0.12} | with the smallest mi|. Ex: lopima=2

- e s
2 pair have different sign & other one Select the pair fiom mie{0.1,-1}.
is mie{0,1 -1}k Ex:mi={0.-4.2} £f0,1.2}. | Ex fopupa=0.

B e s .
More than one palr with mie{0.1,-1}. | Select the any one pair with
B mi={40 ig{0.1.2} - mic{0.L1}) . Bx fopumai=l or 2.

Now to extract the data from this stego image we will follow some reverse steps as following,

Extraction:

Step-1 > Partition stego_image into 2x2 pixel blocks and then taking the 2 consecutive pixels
in horizontal , vertical and diagonal directions.

Step-2 > Calculate the difference value di as
d0=P(x+1,y)-P(x,y)
d1=P(x,y+1)-P(x,y)
d2=P(x+1,y+1)-P(x,y)
d3=P(x+1,y+1)-P(x,y+1)

Discarded the pixel pairs whose di<0.

Step-3 > For each pair of pixel value difference (|di]) calculating the range table with helping
of step 3 of embedding phase as

Ri=min(ug-1dil) ,where uc|d;| for all 1<k<n.
ugis the upper limit of Ry

e Compute the amount of embedding data bits(t) by
T=| log2w;; | ,where w;;is width of Ry

Step-4 >
e Lower limit of Ry (I) is subtracted from the selected |di| and by is obtained as.
Bi=di'|i,j
e Finally b; is converted from decimal value into binary into a binary sequence with t;
bits.



e The t; bit stream is only one part of the secret data before embedding.

c.Result and Discussion:
We applied this method to 5 different images using the hash code(sha256 algorithm) of those
respective images as the data to be encoded and have successfully retrieved the data back.

image Name MSE RMSE PSNR SSIM
Macao.png 1.2611e™ 3.5511e™® 137.1233 0.9999
Monkey.png 1.9746e™* 0.0001 125.1761 0.9999
Cameraman.png 2.1648e* 0.0001 124.7765 0.9999
Lenna.png 7.3487e® 8.5724e® 129.4687 0.9999
Baboon.png 1.9743e™® 0.0002 125.1556 0.9999

We can clearly see that the secret data embedded in the stego_image is imperceptible for
human vision while compared with the cover image.

: Cover Image(before embedding): : Stego-Image(after embedding):

This method provides more robustness than the previous method,to avoid the data detection and
thus it is a better approach than the previous one. Here we can make it more harder to detect the
data by taking some specific pixel blocks from every two rows following the ap series.

3.Image steganography using Integer to Integer wavelet

transformation:
a.Introduction:

Before starting any discussion , we have to know what wavelets are actually. Simply we can say,
wavelets are mini waves. Rather than being a wave that goes on forever like sin and cos waves,
wavelets are a short burst of wave that quickly die away.

Now, we know we transfer data from machine to machine as a form of signals. Now when these
signals are in the medium, they can be noised in various ways and the receiver receives the signal
not as sent from the sender side. Now to send the data properly we need to do some modulations in
the signal. Wavelets are very useful tool in this field. Using wavelets we can modulate the signal and
can send these. This is known as wavelet transformation.



Why it is used?

A signal is usually something you want to send or record. For example it could be a clip of voice
record, image or video etc. Now we have to modulate this. Engineers find it useful to deal with a
signal in frequency domain (frequency along x-axis and amplitude along the y-axis). Now to convert a
signal from time domain to frequency domain, and do the modulation and then getting the
modulated signal from the frequency domain to the time domain, we have a very useful tool called
‘Fourier transformation’.

Now we all know about Heisenberg’s uncertainty principle, which says that at any particular
moment either you can determine the position of the molecule or the velocity of it. The same
happens here, at any point of amplitude either you can determine the exact frequency of the signal
(from frequency domain),or you can determine the exact time at which the amplitude
occurred(from the time domain).

To overcome this resolution problem wavelet transformation is used to deconstruct the signal into a
load of wavelets being added together. Wavelets are useful because they are limited in time and
frequency. Instead of a wavelet lasting forever and having no limitin time, it dies quickly.

Here we discuss an integer wavelet transformation process. Basically it is an S-Transform using the
idea of lifting scheme produced by Wim sweldens . When we divide the picture in different
components by applying some filtration on the pixel values we generally get some float values and
then to plot them we convert them to integers by using round off operator. Now when we try to
reform that Image from these components , we face some some minor error. That’s why we are
using this special operation to get integer values from those filtrations, which will remove the
problem of errors and will help us to get the original image from those components.

b.Method:

A canonical case of lifting consists of three stages, which we refer to as: split, predict, and update.
We here describe the basic idea behind each and later work out a concrete example. Assume we
start with an abstract data set. We know this data set has some correlation structure and we would
like to exploit it to obtain a more compact representation

Let us take an image pixel matrix as the data set-

191 | 187 | 206 | 198

171|151 | 186 | 186

130 | 106 | 116 | 168
[112 | 120 | 136 | 140

Embedding:

At first we need to split the dataset into two parts(the re is no restriction in this splitting, thus it is
known as lazy wavelets). Then we try to predict one part of the image from the second one(using
any prediction operator).

Here we will apply high pass and low pass filter on every row of the image(size m*n) ,which will
create two component of that image of size m*(n/2) . the low pass filter brings the approximation
component of that image and the high pass filter brings the detail component of that image.



To do this we actually divide the image into pairs of pixels ,each pair made of one even and one
odd pixel and then to bring the approximation component we predict the approximation pixel from
two consecutive even and odd pixels(here we take the avg as prediction operator) and to bring the
detail component we take difference(another prediction operator) of them. But in this prediction
the average calculation will produce some fractions and then at the time of reformation it may
predict the wrong pixel value, which will lead us to an error. This problem can be solved by the third
stage of lifting scheme, which is known as update. In this stage we will update the values, which we
get after prediction stage ,with another operator. The operations in details are shown below -

Step-1.1>

Approx: a[n]:floor((x[2n]+x[2n+1])/2) , where floor(updating operator) is a function which gives
the floor value of the

division
Detail:  d[n]=x[2n]-x[2n+1]
Where ,x[n] is the pixel value of the image at position n and n=(length of each row)/2
For example we apply this on the above matrix-
X=[191,187,206,198]
Thus, for n=0,
a[0]=floor((191+187)/2)=189 ; d[0]=191-187
and for n=1,
a[1)=floor((206+198)/2) ; d[1]=206-198=8

doing this for every row we get the matrix-

L H

Step-1.2 > now we apply the same operations as step 1.1 on every column of the matrix which we
get after step-1.1 .

So, L produces submatrix LL and LH each of size (m/2)*(n/2)
And H produces submatrix HL and HH each of size (m/2)*(n/2)

After this operations the matrix looks like-

LL HL




We have now replaced the original data with wavelet representation. Given that the wavelet sets
encode the difference with some predicted value based on a correlation model, this is likely to give a
more compact representation.

Step-3 > now we take any of the components but LL, and then encode one bit the data at the LSBs

of each pixel values of that component (if the data length is less than the size of that component)
.Suppose we take the binary data 101 and after encoding at each LSB th matrix will look like

175|194 | 13 4
117 | 140 | S -28
28 |16 |-16 |8
2 4 32 -48

Here we encoded the data at the LH component.and after all this we will send this image through
the medium.

Step-4 > now we have to reform the image from this components. For this reverse transformation
we apply the undergiven mathematical formulae ,first column wise and then row wise-

x[2n]:a[n]+floor((d[n]+1)/2)
x[2n+1]=x[2n]-d[n]

look, here we are adding 1 to d[n] and then after dividing (d[n]+1) by 2 we are again taking the
floor operator ,both as a part of update operation, in order to predict the original value.

After column operation-

189 [202[5 |8
161 | 186 | 21 | 0
118 | 142 | 25 | -52
(116138 | -7 | 4

Now we apply same operation o each row of this matrix-

(152 187 | 206 | 198
171 | 151 | 156 | 156
131 | 106 | 116 | 168
113 | 120 | 136 | 140

And now we will sed this image through the medium.
Extraction

Step-1> we will do the same forward transformation on this image matrix in order to get the four
components.

Step-2 > then we will take the LH component and extract the LSB bit from the pixels to get the
desired data.



c.Resuit and discussuion:
There are some advantages of using this lifting scheme-

1. It allows a faster implementation of the wavelet transform. Traditionally, the fast wavelet
transform is calculated with a two-band subband transform scheme. In each step the signal is split
into a high pass and low pass band and then subsampled. Recursion occurs on the low pass band.
The lifting scheme makes optimal use of similarities between the high and low pass Iters to speed up
the calculation. In some cases the number of operations can be reduced by a factor of two.

2. The lifting scheme allows a fully in-place calculation of the wavelet transform. In other words, no
auxiliary memory is needed and the original signal (image) can be replaced with its wavelet
transform.

3. In the classical case, it is not immediately clear that the inverse wavelet transform actually is the
inverse of the forward transform. Only with the Fourier transform one can convince oneself of the
perfect reconstruction property. With the lifting scheme, the inverse wavelet transform can
immediately be found by undoing the operations of the forward transform. In practise, this comes
down to simply reversing the order of the operations and changing each + into a and vice versa.

4. The lifting scheme is a very natural way to introduce wavelets in a classroom. Indeed, since it does
not rely on the Fourier transform, the properties of the wavelets and the wavelet transform do not
appear as somehow “magical” to students who do not have a strong background in Fourier analysis.

Now let us take a look on the results-

we take an image named ‘Baboon.png’ as the cover image-




1 now we apllied forward transformation onto this, and after row operations we get-

and after column operation on this two components we get-

e det i

Then we embedded the hash code(sha256) of the original cover image in the LSBs of the
LH(Horizontal detail)component and then reconstructed the image from this 4 components again-

reconstructed

100

204

204 400

Now finally we compared the original cover image and the stego image and the results are-

Image MSE RMSE PSNR SSIM B
Macao.png 2.8636e” 5.3512 133.5617 0.9999
Monkey.png 8.6697e¢™” 9.3111 128.7508 0.9999
Cameraman.png 4.3678e™ 0.0002 121.7281 0.9999




MSE = —— % % (O(i, j) - D(i. j))*

e RMSE=Root Mean Square Error
e PSNR=Peak Signal Noise Ratio

p,‘wh\ f{ v %”;j(u;jlﬁ . ? """ 2“1’”?“&; e e ;
) i !(lillfkj

e SSIM=Structural Similarity Index Measure

o (2101t + €1 20 ,, + ©3)
SSIM(r.y) = — ,‘ ri’:}j ’ ]ﬁ/ A W i 2 ) :
) (s +py +a)los + 0y +62)

Conclusion:

After discussing these 3 methods briefly and applying them we cannot say that which one is better in
every aspect. All of these 3 methods are good in some aspects and average in some aspects. And the
performance depends on the images also, it varies according to the character of the image(no. of
edge areas ,the brightness, the size of the image etc.).And using wavelet transformation on this field
opened a new window to make our network channels more and more secure.
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Identification of Brain Tumor using
Image Processing Techniques

Abstract —

At present, processing of medical images is a developing and
important field. It includes many different types of imaging methods. Some of
them are Computed Tomography scans (CT scans), Ultrasound, X-rays and
Magnetic Resonance Imaging (MRI) etc. These technologies allow us to detect
even the smallest defects in the human body. Abnormal growth of tissues in the
brain which affect proper brain functions is considered as a brain tumor. The
main goal of medical image processing is to identify accurate and meaningful
information using images with the minimum error possible. MRI is mainly used
as it offers better difference concern of various cancerous tissues of human body
because of its high resolution and better quality images compared with other
imaging technologies. MRI imaging plays an important role in brain tumor for
analysis, diagnosis and treatment planning. It’s helpful for doctors to determine
the previous steps of brain tumor. Brain tumor identifications through MRI
images are a challenging task because of the complex structure of the brain.
MRI images can be processed and the brain tumor can be segmented. The
segmentation, detection, and extraction of infected tumor area from magnetic
resonance (MR) images are a primary concern but an exhausting and time-
consuming process performed by radiologists or clinical experts, and their
accuracy depends on their experience only. So, the use of computer aided
automated brain tumour segmentation and analysis technology has thus gained
much attention in recent years. However, the existing segmentation techniques
do not meet the requirements of real-time use due to limitations posed by poor
image quality and image complexity. Nowadays, these tumors can be
segmented using various image segmentation techniques. The process of
identifying brain tumors through MRI images can be categorized into four
different sections; pre-processing, image segmentation, feature extraction and
image classification.
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L INTRODUCTION -

Human body is made up of several types of cells. Brain is a highly
specialized and sensitive organ of human body. Brain tumor is a very harmful
disease for human beings. It is an intracranial mass made up by abnormal
growth of tissues in or around the brain. It can disrupt proper brain functions
and be life-threatening. Two types of brain tumors have been identified as
Benign (non-cancerous) tumors and Malignant (cancerous) tumors. Benign
tumors look relatively normal, grow slowly, and do not spread to other sides of
the body. These tumors can still be serious and even life threatening if they are
in the vital areas of the brain. Malignant tumors can be further divided into two
categories: primary and secondary tumors. Primary tumors start within the
brain, and secondary tumors spread from some other parts of the body to the
brain.

According to the World Health Organizations, brain tumors can be
classified into grade I-IV. Generally, grades I and II are treated as low-grade
tumors (benign), and grades III and 1V as high-grade tumors (malignant). If a
low-grade tumor is not treated properly, it is likely to develop into high-grade
tumor, 1.e. malignant tumor. Brain tumor diagnosis is quite difficult because of
diverse shape, size, characteristics, location and appearance of tumor in brain.
Detection at the beginning stage is very hard because it can’t find the accurate
measurement of tumor. Once the brain tumor is clinically suspected, radiologic
assessment (manual operation) is required to decide the position, area, and
extent of the tumor, as well as its relationship with the neighbouring structures.
This information is very essential and crucial in the planning of further
treatment.

Medical imaging techniques are used to create visual representation of
interior of the human body for medical purposes. The various types of medical
imaging technologies based on non-invasive approach like: MRI, CT scan,
Ultrasound, SPECT, PET and X-ray. Among these MRI provides greater
contrast images of the brain and cancerous tissues. In MRI-scan there is a
powerful magnetic field’s component to determine the radio frequency pulses
and to produce the detailed pictures of organs, soft tissues, bones and other
internal structures of the human body. So, the MRI-Technique is the most
effective for brain tumor detection. This paper focuses on the identification of
brain tumor using image processing techniques.

In image processing various tools are used to improve the quality of
images. The contrast adjustment and threshold techniques are used for
highlighting the features of MRI images. The Edge detection, Histogram,
Segmentation and Morphological operations play a vital role for classification
and detecting the tumor of brain. The main objective of this paper is too studied



and reviewed the different research papers to find the various filters and
segmentation techniques, algorithms to brain tumor detection.

II. BACKGROUND

Brain Tumor is described as abnormal development of tissues in the
brain. Nowadays the prevalence of tumors is growing fast. In 2016, an
estimated 23,800 adults (10,350 women and 13,450 men) in the US were
identified with the harmful tumors of brain as well as spinal cord. Analysis of
brain tumors is somewhat problematic as the varied shape, size, tumor location
and the presence and appearance of tumor in brain. It’s hard to detect brain
tumors in beginning stage because the accurate measurement of tumor can’t be
found. But once the brain tumor is identified at the very beginning, the proper
treatments can be done and it may be curable. At present, visual representation
of the interior of the body is processed using medical imaging technique for
clinical analysis and medical researches. MRI is the most effective and
extensively used technique for brain tumor detection. Current diagnosis
techniques are performed using the conventional methods based on human
experience and this increases the possibility of false detection when identifying
brain tumors. Present tools and methods to analyse tumors and their behaviour
have become more prevalent. Image processing technique can be used to
identify brain tumors. Image processing methods converts images into digital
and do operations on them, in order to get better and enhanced images. This
study will focus how to identify brain tumors using image processing
techniques.

1. RELATED WORK

In recent years, image processing has applied to process images in
medical stream, in cooperating cell detection. In 2012, ‘S. Mokhled’ introduced
several identification steps, including segmenting images to extract the object
from the background through the threshold. This feature was introduced with
the ‘Gabor filter’ in order to do more classification into cancer cells. In 2013,
‘H. G. Zadeh’ proposed further steps, which is image extraction and
segmentation of images for diagnosing cancer cells. The Gaussian smoothing
concept was introduced as a filtering purpose, previous to applying the ‘Fast
Fourier Transform’ (FFT). Machine Learning for tumor detection: ‘NN,
‘Fuzzy C-mean’ algorithms was introduced for the identification of tumorous
cells. This takes lower computational time but the accuracy is also lower. In
2014, ‘X. Chen’ introduces gene counting technology. But this technology 1s
appropriate only for the complex formation of gene selection. From the above-



mentioned techniques and using other technologies, in this research paper we
focus on the identification of brain tumor using image processing techniques.

V. METHODOLOGY -

According to the following steps, Brain tumors can be detected using
Image Processing techniques.

Steps for image processing1

4.1. Image Pre-Processing

It is very difficult to process an image. Before any image is
processed, it is very significant to remove unnecessary items it may hold. After
removing unnecessary artifacts, the image can be processed successfully. The
initial step of image processing is Image Pre-Processing. The objective of the
pre-processing stage is to enhance the quality of brain images and make them
suitable for further processing by human or machine vision system. This stage
consists of two sub-stages, i.e. noise removal and skull stripping.

Pre-Processing involves processes like conversion to greyscale
image, noise removal and image reconstruction. Conversion to greyscale image
is the most common pre-processing practice. After the image is converted to
greyscale, then remove excess noise using different filtering methods.

Image Enhancement

Poor contrast is one of the defects found in acquired image. The effect
of that defect has great impact on the contrast of image. When contrast is poor
the contrast enhancement method plays an important role. In this case the gray
level of each pixel is scaled to improve the contrast. Contrast enhancements
improve the visualization of the MRI images. Contrast enhancement technique
is used to enhance the MRI image as shown in the figure.
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4.1.1. Noise Removal

The brain image contains impulsive noise and is to be reduced
before segmentation to improve its quality. Most of the impulse noise-
diminishing filters blur the image boundaries. Thus, an appropriate filter that
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sive noise and at the same time preserves edges and sharp
details of the image should be selected. We have studied the variou
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techniques in digital image processing that are shown in table.
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4.2.2. Skull Stripping

_Skull stripping is an important preliminary step in brain imaging
where non-cerebral tissues like the skull, scalp and vein are to be removed. This
is due to the fact that non-cerebral tissue does not usually contain any useful
information but increases the execution time of detection. Therefore, to remove
the skull from brain images, a threshold-based method is adopted in this study.
It involves three steps. In the first step, the original medical image is processed
and converted into grey scale equivalent as shown in Figure A, and then into a
binary equivalent image as illustrated in Figure B. In the second step, the
threshold value is set and the input binary image is processed by retaining the
fixed threshold level and discarding other pixel values. This value is called
mask. Finally, in the third stage, the skull-stripped image is obtained by
multiplying the mask value with the input image, as shown in Figure 3C. The
output of the third stage is a noise-free image that contains only the human
brain.



. j‘v%
Brain Skull Stripping.
(A) Real grey brain image, (B) binary image, and (C) skull-stripped image.

4.2. Image Segmentation

‘Image Segmentation’ is the technique that has been introduced to
divide a digital image into minor segments. It creates several sets of pixels and
set of super pixels within same image. Objectives to be accomplished through
the process of segmentation are simplifying and changing the format of
representation of a digital image in a way that it will become more detailed,
meaningful and easier to further analyse and recognize important information.
Locating objects and boundaries in images such as lines, curves can be
performed through Image segmentation. Throughout the procedure of image
segmentation, every pixel in an image is assigned a label and the pixels
consisting of similar label share certain visual features. Each pixel in the region
is similar in relation to some features or computed properties, such as colour,
intensity or texture. Adjoining regions are particularly different in regard to the
same features. Here we will discuss different types of segmentation techniques.

A. Threshold Segmentation

Thresholding methodology is a simple, effective, way of partitioning
an image into a foreground and background. This image analysis technique is a
type of image segmentation that involves a threshold value that is used for
converting a gray-scale featured image to a binary image. It uses gradient
magnitude to find the potential edge pixels. Image threshold is most effective in
images with high levels of contrast and is hard to be used for images with poor
contrast. The major advantage of this method is selecting the threshold value to
be used. Threshold technique is applied on the input MRI image by changing
the threshold value and the result is shown in figure.

original image Thresholded image




B. Morphological Based Segmentation

‘Morphology’ refers to describing the properties of the shape and
structure of any entity. Binary images may comprise many defects. Particularly,
the binary regions constructed by simple thresholding are deformed by texture
and noise. Morphological image processing seeks to achieve the goals of
eliminating these defects by accounting for image shape and structure.
Generally, this denotes recognizing objects or boundaries within the image.
Morphological operations are logical conversions based on comparison of pixel
neighbourhoods with a pattern. It correctly separates regions according to the
similarity of properties. Usually, morphological operations are implemented on
binary images under the pixel values; 0 or 1. Many of the morphological
operations target on binary images. Noise may lead to quality of final result.

C. K-Means and Fuzzy C-Means Clustering Algorithm
C.1. K-Means Clustering algorithm
The K-means clustering algorithm is a very simple unsupervised learning algorithm. It provides
a very easy way to classify a given data set into a certain number of clusters i.e. a set of data such as
X1, X2, X3, .0, Xpp ATE grouped into K clusters. The major idea behind this algorithm is to define K centers,
one for each cluster [39]. The K cluster centers should be selected randomly. Distance measure plays a
very important rule on the performance of this algorithm. Different distance measure techniques are
available for this algorithm such as Euclidean distance, Manhattan distance and Chebychev distance
etc. But, choosing a proper technique for distance calculation is entirely dependent on the type of
the data that we are going to cluster. However, we will use Euclidean distance as the distance metric
hecause it is fast, robust and easier to understand [40,41]. Step by step conventional K-means clustering

algorithm [40] is described as follows:

Algorithm 1 K-means clustering algorithm.

Assume that, X = X1, 2, X3, ...., ¥» be the set of data points and V = 4, U2, U, ..., U be the set of centers.
1 Define number of clusters ‘K.
2 Randomly, define cluster centers 2,
3 Caleulate the distance between each data point and cluster centers.
4 Data point is aﬁgigned to the cluster center whose distance from the cluster center is minimum of
all the cluster centers.

28

. Then , new cluster center is recalculated as follows.
Y x (1)

where Lf is the number of data points in i-th cluster.

& Recalculate the distance between each data point and newly acquired cluster centers.

3

. If no data point was reassigned then stop, otherwise repeat steps from 3 to 6.




The distance which is called Euclidean distance are calculated between each pixel to each cluster
centers. All the pixels are compared individually to all cluster centers using the distance function [42].
The pixel is lead to one of the clusters which is shorter in distance among all. Then, the center is
recalculated. Then, every pixel is compared to all centroids again. This process continuous until
the center converges and the convergence is evaluated through a maximum number of iterations.
The quality of clustering of this algorithm is optimized through repetition of K-means several several
times with different initialization in order to identify best centroids.

It provides improved computational efficiency and supports m ultidimensional vectors [43].
So, this algorithm intent to diminish an objective function which is known as squared error function
given by:

where |

cluster and ¢ is the number of cluster centers.

C.2. Fuzzy C-Means Clustering Algorithm

FCM clustering algorithm is introduced by Bezdek that is a technique of clustering where proceeds
each pixel of data to belong to two or more clusters. The more the data is near to the cluster center more
is its membership towards the pariicuiar cluster center [44,45]. It depend& on reducing an objective
function regarding to fuzzy membership set U of cluster centroids V.
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where X = X1,X2, ., Xj, s Xy 18 @ P x N data matrix in Equation (3 and m is any real number greater
2 i 1 , 3 :
than 1. P N and C denotes the dimension of each x; “foature’ vectors, the number of feature vectors
j

(pixel numbers in the image) and the number of clusters, respectively.

U:; < U(P x N« () is called the membership function of vector x; to the i-th cluster,
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which satisfies U;; ¢ [0 1and ¥y =1, = 1,2,.,N. The membership function can be

expressed as follows:
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2
where V = v, ¥, U3, e0e, Uf, o, U which is a P ¢ matrix. Now we calculate the i-th cluster feature

center as follows:
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where 1 is any real number that is greater than 1, controls the degree of fuzziness d-(x;

measurement of similarity between x; and v; that is defined as follows:

(©)
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d“{x; o)

Here, | | . || can be denoted as either a straightforward Euclidean distance or its generalization like
Mahalanobis distance. The feature vector X in MR image presents the pixel intensity P = k. The FCM

algorithm repetitively optimizes L (U, V) with the continuous update of Uand V, until |{ U,;);% T —
{uif,;i-"f +

< e, ¢0to1, where k is the number of iterations. The step by step conventional fuzzy
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C-means clustering a.i.gorithm. is demonstrated as follows:



Algorithm 2 Fuzzy C-means clustering algorithm.

Assume that, X = X1, X2, X3, ... Xp be the set of data points and V = 01,02, 03,-., U be the set of centers.
1. Fix the number of clusters ¢, 2 < ¢ < 1. where 1 = number of data items. Fix, m where 1 < 1 < 0o,

Choose any inner product ind uced norm metric |}.1].

N

. Initialize the fuzzy ¢ partition Lo
Atstepb, b=01,2,...,
. Calculate the fuzzy membership function U;; using Equation {4).

d W

o)

Then, Compute the fuzzy centers V! using Equation (5}).

< ool 5 # . FETER & I A
6 Repeatstep 2and 3 until the minimum ’J* value is achieved or L B EWli«e

4.3. Feature Extraction

Accurate tumor extraction is a critical task in the case of brain tumor
due to the complex structure of the brain. There are some criterions that are
being considered to extract features. Feature extraction is the process of
collecting higher level information of an image such as form (shape), size,
texture, colour and contrast. In fact, texture analysis is an important parameter
of human visual perception and machine learning system. It is used effectively
to improve the accuracy of diagnosis system by selecting prominent features.
Haralick et al. introduced one of the most widely used image analysis
applications of Gray level Co-occurrence Matrix (GLCM) and texture feature.
This technique follows two steps for feature extraction from the medical
images. In the first step, the GLCM is computed, and in the other step, the
texture features based on the GLCM are calculated. Due to the intricate
structure of diversified tissues such as WM, GM, and CSF in the brain MR
images, extraction of relevant features is an essential task. Textural findings and
analysis could improve the diagnosis, different stages of the tumor (tumor
staging), and therapy response assessment. With respect to the results retrieved
from extract features the process of tumor classification is performed.

A. Edge Detection

An edge happens when there is a sudden and unexpected intensity
modification of the image. Whenever it is detected an abrupt modification or a
change in the intensity of a certain image, the associated pixel would be treated
as an edge pixel. Edge detection is an image processing technique for finding
the boundaries of objects within images. It works by detecting discontinuities in
brightness. Edge detection is used for image segmentation and data extraction 1n
areas such as image processing, computer vision, and machine vision. The
algorithm that has been put forward for the detection of edge pixel supports n



identifying the quality of the edge. Common edge detection algorithms include
methods like Prewitt, Sobel, Canny, Log, and Zero cross. Edge detection
methods are used for finding object boundaries from MRI images. But
sometimes these edges are not displayed in the final result. Hence the
algorithms are adjusted to determine the edges.

1. “Prewitt” edge detection

The “Prewitt Mask” is considered as a distinct differentiation
operation. Accordingly, approximated derivative values in both the directions,
such that horizontal and vertical, are calculated using two 3 % 3 masks. Prewitt
masks approximates both horizontal derivative and the vertical derivative.

2. “Robert edge” detection

Through the “Robert edge” detection operation, the image gradient
is estimated via distinct differentiation. In addition, “Robert Mask™ is a matrix
and the regions of high spatial frequency are highlighted, that often correspond
to edges in the image.

3. “Sobel edge” detection

The “Sobel Mask” is mostly worked as the “Prewitt mask”. It can
only be distinguished as the Sobel operator has values: 2’ and ‘-2’ which are
allocated in the centre of 1st and the 3rd columns of the horizontal mask and 1st
and 3rd rows of the vertical mask. Hence it provides high edge intensity.

4. Canny Edge Detection

Canny edge detection is used to obtain a high-contrast binary mask
of segmented image. Canny edge detection works on the principle of calculating
a gradient value of contrast between the segmented image and the background
image.



Fig. (e)
Fig. (a)Log operator (b) Sobel operator (¢) Canny
operator (d) Prewitt operator (e) Zero cross operator

B. “Histogram of Oriented Gradient” Feature Extraction

The extraction process of the “Histogram of Oriented Gradient”
(HOG) is having following calculations. First, the pre-processed cell image will
be distributed into “32 x 32” pixels. The intensity of each pixel is ‘0" or ‘1"
Then the result will be added to “HOG”. Following figure shows the
architecture of “HOG” feature. Then the image will be distributed into “8 x 8”
pixels that is called box. Here, the box will be already added into a single block.
Again each box will be distributed into 9 bins which is “3 x 3. Pixel gradient is
used for the creation of the feature in each and every bin. Therefore there are 9
features, it will lead to “9 x 47 characteristics for each block. In the all “32
327 pixels, “HOG” feature extraction allows to create ‘9 blocks’ and finally, it
will having “9 x 9 x 4” features in single dimension or “1 x 324” in the vector
image.
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Figure :  Architecture of HOG features (elongated cell)

Histogram

Histogram is nothing but the graphical representation of an image.
The histogram of a digital image with gray levels in the range [0, L-1] is a
discrete function. The histogram of an image mostly represents the comparative
frequency of the various gray levels in the image. Histogram techniques is
applied on input MRI image and result is shown in figure.

Fig.(a). Histogram applied image Fig.(b). Histogram of Fig.(a)

V. RESULTS AND DISCUSSION

The most significant thing in image processing is image
segmentation, while diagnosing brain tumor from a digital image. Following
table represents different segmentation methods with different characteristics
such as accuracy and complexity.



Segmentation Complexily Aceuracy (%)
Method {algorithm)
Seed Region 10 92.5
Growing
Threshold 8.22 91
Segmentation
5.67 88.5
Watershed 8.5
5.29 85
Fuzzy C-Mean
Histogram 7.61 81
Thresholding

|TABLE: DIFFERENT TUMOR SEGMENTATION METHOQ]

Main goal of Pre-Processing is the edge preservation of the image. Among the
edge detection mechanisms, Sobel is the best option, then both the Gaussian and
the Median filter. The different edge detection algorithms like ‘Sobel’, ‘Prewitt’
and ‘Robert’ are shown in the following table with different characteristics such
as computation time in seconds and computation number of flip-flops used.

Sobel Robert Prewitt
Mask
Better , >
TE . simpler as
Advantages Simplicity noise
: - compared to
SUPPTESIK
PP Sobel
. i % Not . L
. Discontinuity Discontinuity
Disadvantages . accurate .
in cdges in edges
results
Computation
i p‘ 0.3 0.2 0.4
time in sec.
Number used .
o on 343 219 339
as Flip Flops
Number used ; i
e 450 322 450
as logic

I?ABLE: PERFORMANCE OF EDGE DETECTIOI\H

The following figures show the steps of brain tumor detection using image
processing techniques. That is original MRI image, grayscale image, filtering
image using Median filter, segmenting using threshold method, morphological
operation applied image and finally diagnosed tumor from MRI image.



Brain Tumar Alone Detectad Tumor

Figure: Steps of brain tumor detection

VI. CONCLUSION

Abnormal growth of tissues in the brain which affect proper brain
functions is considered as a brain tumor. The main goal of medical image
processing js to identify accurate and meaningful information using images with
the minimum error possible. Brain tumor identifications through MRI images is
a difficult task because of the complexity of the brain. These tumors can be
segmented using various image segmentation techniques. The process of
identifying brain tumors through MRI images can be categorized into four
different sections; pre-processing, image segmentation, feature extraction and
image classification. Median filter is the most commonly used filtering
technique among various filtering techniques. Less complexity and the
efficiency in eliminating ‘Salt and Pepper noise’ are the main advantages of
median filter. Not like Gaussian filter, it is a non-linear filter, Median filter is an
edge preserving filter. Also, Gaussian filter is a low pass filter hence the edge
information will be lost and edges getting displaced and blurred. Although, less
complexity and the cheapness to implement than the Median filter are the main
advantages of Gaussian filter. Another advantage is the Gaussian filter is very
applicable in smoothening Gaussian noise. Thresholding is the best and easiest
approach among image segmentation techniques. It easy to implement and




widely used these days. When the contrast between foreground object and
background object is comparatively high, threshold technique works well.
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INTRODUCTION

Have you ever wrote an essay your teacher gave as homework or maybe after
writing a brilliant blog on internet and then thought hard on what should be
the best title that would match your work? As per the current statistics, people
get better response when they use a good title. The title of your manuscript is
usually the first introduction readers have to your published work. Therefore,
you must select a title that grabs attention, accurately describes the contents
of your manuscript, and makes people want to read further. Therefore
increasing the viewership of the essay and also leading to more traffic and
organic search on your website or webpage. We often find ourselves confused
while searching for a perfect title that would justify our content fully so that
the write-up gets the attention it deserves. This project aims at helping the
people in search of a perfect title. The project aims at predicting a good and
relevant title for your write-up. We have used Natural Language Processing
[NLP] in Python3 to implement the project. We are also aiming at convenient
and easy interaction of the program with the users. The users have to submit
the manuscript or write-up and the program will try to predict the most
relevant titles that will justify the write-up.

Task Definition

The project aims at returning a good and relevant title for a given write-up.
Here, the project takes an essay or a piece of write up as input. It then
continues to works on what the write-up is about, picking out the important
words from the document and organising them by rating them as per their
importance in the document. Thus we get a set of words which can be used for
forming a perfect title for the submitted write-up. We are using Python 3 for
the project and the concepts of Natural Language Processing to work and
breakdown the text data. The basic idea is to search for features which can
model the attributes like vocabulary, structure, content etc. We have
approached the problem without neural network and have achieved better

results in terms of prediction.



FEATURE EXTRACTION

As we know, for any text based projects feature extraction is very important
and helps in forming the basic structure of the given data into a simple ready
to use form. We have used NLTK[Natural Language ToolKit] package in
Python3 for feature extraction.

At present, our model is using the following set of features extracted from the
ASCll text of the essays:

1. Tokenization: Tokenization is one of the most common tasks when it
comes to working with text data. Tokenization is essentially splitting a
phrase, sentence, paragraph, or an entire text document into smaller
units, such as individual words or terms. Each of these smaller units are
called tokens. NLTK contains a module called tokenize() which further
classifies into two sub-categories:

Word tokenize: We use the word_tokenize() method to split a
sentence into tokens or words.
Example:

1 from nltk.tokenize import word tokenize

2 text = """Founded in 2002, SpaceX’s mission 1is to
enable humans to become a spacefaring civilization and a
multi-planet species by building a self-sustaining city
on Mars. In 2008, SpaceX’'s Falcon 1 Dbecame the first
privately developed liquid-fuel launch vehicle to orbit
the Earth."""

3 word tokenize (text)

Output: |['Bocunded!, 'in', '2002'; '4'y 'SpaceX', ''‘',
's', 'mission'; 'is'., !to'. ‘'enagble', Thumans', 'te',
"become', 'a', 'spacefaring', 'civilization', 'and', 'a',
‘multi-planet®, 'species', 'by', 'building', 'a', 'self-
sustaining', o hiohval Yon', 'Mars', bt Y En Yy ¥2008"%;
',', 'Spacex', ''', 's', 'Falcon', 'l', 'became', 'the',
'first', 'privately', 'developed’, 'liquid-fuel"',
'launch', 'vehicle', 'to', 'orbit', 'the', 'Earth', '.']




Sentence tokenize: We use the sent_tokenize() method to split a
document or paragraph into sentences.
Example:

1 from nltk.tokenize import word tokenize

2 text = """Founded in 2002, SpaceX’s mission 1is to
enable humans to become a spacefaring civilization and a
multi-planet species by building a self-sustaining 1LY
on Mars. In 2008, SpaceX’'s Falcon 1 became the first
privately developed liquid-fuel launch vehicle to orbit
the Barth. """

3 sent_tokenize (text)

Output: ['Founded in 2002, SpaceX’s mission is to enable humans to
become a spacefaring civilization and a multi-planet species by building
a self-sustaining city on Mars.’,

'In 2008, SpaceX's Falcon 1 became the first privately developed liquid-
fuel launch vehicle to orbit the Earth.']

. Stop words Removal: One of the major forms of pre-processing is to

filter out useless data. In natural language processing, useless words
(data), are referred to as stop words. A stop word is a commonly used
word such as “the”, “a”, “an”, “in”, etc. We would not want these words
to take up space in our database, or taking up valuable processing
time. NLTK (Natural Language Toolkit) in python has a list of stop
words stored in 16 different languages.

To check the list of stopwords you can type the following commands in
the python shell.

1 import nltk
2 from nltk.corpus import stopwords
3 print(stopwords.words('english'})

Output: {‘ourselves’, ‘hers'’, ‘between’, ‘yvourself’,
‘but'’, ‘again’, ‘there’, ‘about’, ‘once'’, ‘during’,
‘out’, ‘very’, ‘having’, ‘with’, ‘they', ‘own’, ‘an’,
‘be’, ‘some’, ‘for’, ... , ‘it’, ‘how’, ‘further’, ‘was’,
‘here’, ‘than’}



;. Part-Of-Speech (POS) Tagging: Parts of speech Tagging is
responsible for reading the text in a language and assigning some
specific token (Parts of Speech) to each word. POS tagger is used to
assign grammatical information of each word of the sentence. Here we
had to apply the pos_tag to the before mentioned set of tokenised
words by using n[tk.pos_tag(tokenize__text).

4. Removing the verbs: Statistically speaking, for title prediction the
use of verbs is very negligible as a title mostly consists of nouns and
adjectives. So, by removing the verbs results into a more efficient and
simpler database to work on since many useless verbs are removed
from the essay. Here we implement it by deleting the words with the
POS tag of verb (‘VB') attached to them. Hence we get a set of nouns
and adjectives which gives us our pre-processing dataset.

Thus by following these steps and implementing these functions to an essay,
we get a set of nouns and adjectives which will be helpful to build an efficient
dictionary which will further help us in choosing the better title for the write-

up.

APPROACH, EVALUATION AND RESULTS

Once we are done with the task of extracting features, we use the dataset
(The set of nouns and adjectives we got) to create a dictionary of bigrams
which will further enhance the prediction of the set of words for the prediction
of a perfect title.

We followed the below mentioned steps to achieve the results:

Generating Bigrams: Some English words occur together more frequently.
For example - Sky High, best performance, heavy rain, etc. So, in a text
document we may need to identify such pair of words which will help in
sentiment analysis. First, we need to generate such word pairs from the
existing sentence maintain their current sequences. Such pairs are called
bigrams. Python has a bigram function as part of NLTK library which helps us
generate these pairs: nltk.bigrams.



Example:

1 import nltk

2 word data = "The best performance can bring in sky high
success."

3 nltk tokens = nltk.word tokenize(word_data)

4 print(list(nltk.bigrams (nltk tokens)))

Output:

[("The', 'best'), ('best !, 'performance'), ('performance',
'can'), ('ecan'!, 'bring!'), (‘bring!, tin'y, ('in', 'sky'),
(*sky', 'high'y, (Yhigh', 'success'), f{('success', "'}

This result can be used in statistical findings on the frequency of such pairs in a
given text. That will correlate to the general sentiment of the descriptions
present in the body of the text. Now we will concentrate on creating the
vocabulary or dictionary of bigrams.

Creating a Vocabulary/Dictionary: Statistical algorithms work with
numbers. However, natural languages contain data in the form of text.
Therefore, a mechanism is needed to convert words to numbers. Similarly,
after applying different types of processes on the numbers, we need to
convert numbers back to text.

One way to achieve this type of functionality is to create a dictionary that
assigns a numeric ID to every unique word in the document. The dictionary
can then be used to find the numeric equivalent of a word and vice versa.

We have used GENSIM package to create the dictionary by using

bigram_dictionary=gensim.corpora.Dictionary(bigram_list)

Bigram: After the creation of the dictionary bigram we will find the bigram
frequency values for each and every bigram in the dictionary. We take most
frequent bigram as the most important bigram which represents the context
of the text as a whole. Therefore, we take the most frequent bigram in the



document as the most important bigram which gives us a skeleton form for
the title which will be further enhanced.

Giving a Basic Structure to the Title: We have already chosen the one
Bigram which defines the essay best among the other bigrams. Now we
search for the bigrams a level forward and a level backward i.e. we take the
first word from the selected bigram and search for the bigrams which has that
word as its second part and concatenate to get a better end result. Similarly
we check the bigram list for the bigram which has the second word of the
previously selected bigram as its first word and concatenate them. We try and
find all possible combination and choose the one best suited to be used for
title. :

Example: Let’s consider some selected bigrams we found from one of our
article from a test set. In this case the most important bigram among all of
them is

[ ‘neural’, ‘networks’].

And then after searching for all the bigrams a level forward and backward we
get a set of bigrams:

['multiresolution', 'recurrent']
['recurrent', 'neural']
[ 'networks', 'an']

['an', 'application']
['application', 'dialogue']
['dialogue', 'response']
['response', 'generation']

Now we just need to concatenate the bigrams as per the previously
mentioned method to get some possible results as the title of the article:

e Recurrent neural networks

e Recurrent neural networks an application

e Multiresolutional recurrent neural networks

e Multiresolutional recurrent neural networks an application

e Multiresolutional recurrent neural networks an application dialogue
response generation



FUTURE WORKS

Our project mainly focuses on predicting a perfect title, but there are some
flaws which in further research and in future works might be reviewed and will
be overcome. Some of them are discussed below.

Implementing Sentence formation algorithms to the words in the title words
set that was predicted. Here we have successfully predicted the words which
have the most probability to be in the title. Also we have predicted the
sequence of how some words must be placed in the title to make complete
sense. Implementation of sentence formation on the chosen set of words
would bring in the depth and make the title readable and user friendly.

Implementing Sentiment Analysis algorithms would bring in the perfection
in title generation. Sentiment analysis is the interpretation and classification
of emotions (positive, negative and neutral) within text data using
text analysis techniques. Implementing sentence formation will give us a set
of possible sentences or phrases which may be used as the title to our article.
It is because a group of words can be rearranged to form multiple meaningful
sentences. Sentiment analysis would help us choose which sentence among
those will be best for describing the key features of the article thus, increasing
the efficiency of the article.
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NEWSPAPER ARTICLE CLASSIFICATION USING NATURAL LANGUAGE
PROCESSING (NLP)

ABSTRACT- Here, we consider the problem to classify newspaper articles into
various categories. We first take input a dataset and filter the text to make it
easier to classify then we remove all the stop words which are not required. We
then try to classify the articles using various classifiers. We then try to better that
algorithm using hyper parameter tuning. Here, we also use tf-idf weighting
scheme and word count vectors scheme to see how human brain can classify
article topics.

TEXT CLASSIFICATION:

It is also known as text tagging or text categorization is the process of categorizing
text into organized groups.

By using NLP, text classifiers can automatically analyze text and then assign a pre-
defined tags or categories based on its contents.

APPLICATIONS:

Sentiment analysis.

Topic detection.

Language detection.

Differentiate between legitimate messages and spam mail.

L ol L B

News portal.
THE DATA:

The data is taken by using the url:
https://raw.githubusercontent.com/DiveshRKubaI/Data-Science-Use-
Cases/master/News%20Classification/BBC%20News.csv

The data contains 1490 rows and 3 columns. The columns are Articleld, Text,
Category.
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FILTERED SENTENCE:

We define a function which is used to filter a sentence. Here we first convert the
whole text to lower case, replacing new line with a single space and \r with space.
Then replace multiple spaces with a single space and removing all the special
characters. We also remove all the stop words from the data using stop words

and word tokens.
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In [151: def 3_text{text): =

“Y.réplace( e, T Y.steipd)

t_tokens if not w in stop_words]

i.apply{process_text)

Articteld Text Category News_length Text_parsed
1833 wordcom ex-boss launches defence fawyers defe. buginess 1366 worldeom

msiness

1151

1978

O

ENCODING THE DATA:

The data which we have taken input is then encoded on the basis of its categories
in the following order:

Category ENCODED_CATEGORY
BUSINESS 0
ENTERTAINMENT d,
POLITICS 2
SPORT 3

TECH 4
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TESTING AND TRAINING:

The data we get is divided into two categories: Training and Testing. Here, we
take two columns for testing and training namely: filtered data and the
encoded_category. The number of training set is considered about 80% of the
total data set where as the testing dataset is about 20% of the data set.
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In [22]: x_train, x_test, y_train, y_teststrain_test_split(datal’"

datal 'Cat

test_size=8.2,
random_state=g)

1: x_train.shape

(1192,)

In [247: x_test.shape

(228,)

In {28]: ngram_range=(1,2)

min_df=18
E 55 Type hire to search

TERM FREQUENCY INVERSE DOCUMENT FREQUENCY MODEL:

We are looking for high informative words. Term frequency- inverse document
frequency (tf-idf), a numerical statistic that reflects how important a word isto a
document in a collection or corpus.

The first element is the term frequency (tf), it is the number of times that a token
occurs in an article, summed across all the articles in a particular class.

The inverse document frequency (idf) is obtained by dividing the total number of
words in the corpus by the count of the instances of the particular word in the
data, and then taking the logarithm of the quotient.

When creating the features with this method, we can choose some parameters:

« N-gram range: we are able to consider unigrams, bigrams, trigrams...

«  Maximum/Minimum Document Frequency: when building the vocabulary, we
can ignore terms that have a document frequency strictly higher/lower than

the given threshold.



. Maximum features: we can choose the top N features ordered by term

frequency across the corpus.

We expect that bigrams help to improve our model performance by taking into
consideration words that tend to appear together in the documents. We have
chosen a value of Minimum DF equal to 10 to get rid of extremely rare words that
don’t appear in more than 10 documents, and a Maximum DF equal to 100% to
not ignore any other words. The election of 300 as maximum number of features
has been made because we want to avoid possible overfitting, often arising from a
large number of features compared to the number of training observations.
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CLASSIFIERS:

We use different types of classifiers to classify the parsed_text to the embedded

categories such as:

e RANDOM FOREST CLASSIFIER
e LOGISTIC REGRESSION



o KNEIGHBORS CLASSIFIER
e DECISION TREE CLASSIFIER
e GAUSSIAN NAIVE_BAYES

Out of all the classifier we can see that the Logistic Regression provides us with
the highest accuracy. Hence we are going to use the Logistic Regression.
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PERFORMANCE MEASUREMENT:

The classifications are measured on various parameters. The data is first made to
be fit for the training data set and the model is cross validated using the testing
data set. The parameters to check the insights of how the models are working are:

« Accuracy: the accuracy metric measures the ratio of correct predictions over
the total number of instances evaluated.

. Precision: precision is used to measure the positive patterns that are correctly
predicted from the total predicted patterns in a positive class.

« Recall: recall is used to measure the fraction of positive patterns that are
correctly classified

« F1-Score: this metric represents the harmonic mean between recall and

precision values

HYPER-PARAMETERS:

Each of the classifier has multiple parameters that also need to be tuned. Firstly,
we have to decide the best hyper parameter which can get the best fitting model

to classify.

After performing the hyper parameter tuning process with the training data via
cross validation and fitting the model to this training data, we need to evaluate its
performance on totally unseen data (the test set). Here in the Logistic Regression
we find out the best fit hyper-parameters using GridSearchCV(). Then we use that
parameter to get the best possible model for that classifier.
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vector is unique among all documents while word vectors are shared among all
documents such that word vector can be learnt from different document.

During training phase, word vectors will be trained while paragraph will be thrown
away after that. During the prediction phase the paragraph phase will be initialized
randomly and compute with word vectors.

After carrying out the Doc2Vec operation we have carried the logistic regression
on the Doc2Vec model we find that the accuracy of the logistic regression model

has certainly increased.
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What is a Bag-of-Words?

A bag-of-words model, or BoW for short, is a way of extracting features from text
for use in modeling, such as with machine learning algorithms,

The approach is very simple and flexible, and can be used in a myriad of ways for
extracting features from documents.

A bag-of-words is a representation of text that describes the occurrence of words
within a document. It involves two things:

A vocabulary of known words.
A measure of the presence of known words.

Itis called a “bag” of words, because any information about the order or
structure of words in the document is discarded. The model is only concerned
with whether known words occur in the document, not where in the document.




Example of the Bag-of-Words Model

Let's make the bag-of-words model concrete with a worked example.

Step 1: Collect Data

Be!ow is a snippet of the first few lines of text from the book “A Tale of Two
Cities” by Charles Dickens, taken from Project Gutenberg.

It was the best of times,

it was the worst of times,

it was the age of wisdom,

it was the age of foolishness

For this small example, let’s treat each line as a separate “document” and
the 4 lines as our entire corpus of documents

Step 2: Design the Vocabulary

Now we can make a list of all of the words in our model vocabulary.
The unique words here (ignoring case and punctuation) are:

it

‘was”

“the”

“best”

“of”

“times”

“worst”

“age’

‘wisdom”

“foolishness”

That is a vocabulary of 10 words from a corpus containing 24 words.

Step 3: Create Document Vectors

The next step is to score the words in each document.

The objective is to turn each document of free text into a vector that we can
use as input or output for a machine learning model.



Because we know the vocabulary has 10 words, we can use a fixed-length
document representation of 10, with one position in the vector to score
each word.

The simplest scoring method is to mark the presence of words as a
boolean value, 0 for absent, 1 for present.

Using the arbitrary ordering of words listed above in our vocabulary, we can
step through the first document (“/t was the best of times*) and convert it
into a binary vector.

The scoring of the document would look as follows:

“it" =1

‘was” = 1

“the” =1

“best” = 1

“of" =1

“times” = 1

‘worst” =0

“age” = 0

‘wisdom” =

“foolishness” = 0

As a binary vector, this would look as follows:
1 n, 1,1, 1, 1, 1, 0, :

i il

The other three documents would look as follows:
1
2
3 ”it was the worst,of t

g
it was the age of wisdom” = [N
it was the age of foolishness ™.

sl S

All ordering of the words is nominally discarded and we have a consistent
way of extracting features from any document in our corpus, ready for use
in modeling.

New documents that overlap with the vocabulary of known words, but may
contain words outside of the vocabulary, can still be encoded, where only
the occurrence of known words are scored and unknown words are ignored.



You can see how this might naturally scale to large vocabularies and larger
documents.

Managing Vocabulary

As the vocabulary size increases, so does the vector representation of
documents.

In the previous example, the length of the document vector is equal to the
number of known words.

You can imagine that for a very large corpus, such as thousands of books,
that the length of the vector might be thousands or millions of positions.
Further, each document may contain very few of the known words in the
vocabulary.

This results in a vector with lots of zero scores, called a sparse vector or
sparse representation.

Sparse vectors require more memory and computational resources when
modeling and the vast number of positions or dimensions can make the
modeling process very challenging for traditional algorithms.

As such, there is pressure to decrease the size of the vocabulary when
using a bag-of-words model.

There are simple text cleaning techniques that can be used as a first step,
such as:

lgnoring case

Ignoring punctuation

Ignoring frequent words that don't contain much information, called stop
words, like “a,” “of,” etc.

Fixing misspelled words.

Reducing words to their stem (e.g. “play” from “playing”) using stemming
algorithms.

A more sophisticated approach is to create a vocabulary of grouped words.
This both changes the scope of the vocabulary and allows the bag-of-
words to capture a little bit more meaning from the document.

In this approach, each word or token is called a “gram”. Creating a
vocabulary of two-word pairs is, in turn, called a bigram model. Again, only
the bigrams that appear in the corpus are modeled, not all possible bigrams.
An N-gram is an N-token sequence of words: a 2-gram (more commonly
called a bigram) is a two-word sequence of words like “please turn”. “turn
your’, or "your homework”, and a 3-gram (more commonly called a trigram)



is a three-word sequence of words like “please turn your”, or “turn your
homework’.

For example, the bigrams in the first line of text in the previous section: “It
was the best of times” are as follows:

‘it was”

‘was the”

“the best”

“best of”

“of times”

A vocabulary then tracks triplets of words is called a trigram model and the
general approach is called the n-gram model, where n refers to the number
of grouped words.

Often a simple bigram approach is better than a 1-gram bag-of-words
model for tasks like documentation classification.

a bag-of-bigrams representation is much more powerful than bag-of-words,
and in many cases proves very hard to beat.

Scoring Words

Once a vocabulary has been chosen, the occurrence of words in example
documents needs to be scored.

In the worked example, we have already seen one very simple approach to
scoring: a binary scoring of the presence or absence of words.

Some additional simple scoring methods include:

Counts. Count the number of times each word appears in a document.
Frequencies. Calculate the frequency that each word appears in a
document out of all the words in the document.




T tmes Gage s Seiect nrsore et - e x4
¢ o [ERNE-
@ v 4

T U iEeT  project Lest Checkes

ctor_sizewiad;negativens min_countel,alphsii #45,min_aiphs:
(i for X in sl datal}

11 data),epa

cabufTied[x For x

oyt suenpy
Awd gen_

o snann

r

s,

ors_dbousget_wectors{model
ueget_vectonrs (Tode

BeTX_Train),Bed,

_Test %,




CONCLUSION:

There are many other methods to classify the newspaper articles. We find that
whatever model we use, the accuracy is never 100%. However the machine
learning process is getting better and better. Today it is used in highly
sophisticated calculations. The work of classification can be used in various fields
such as movie reviews, sentiment analysis, topic detection. Machine learning is
also used in medical field- such as detection of malignant tumor detection, etc.

Reference :
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Predicting stock market prices with LSTM and

GRU

Rik Dutta

Ramakrishna Mission Residential College (Autonomous), Narendrapur, Kolkata - 700103, West

Bengal, India.

Abstract- The most interesting and yielding
part of modern computer science-oriented
development is the concept of artificial in-
telligence in a way that it almost mimics
the ways our brains function. In this paper
the predictive capabilities of such a con-
cept of Al has been used to generate a pre-
dictive set of values of a certain feature of
a certain dataset. The algorithm uses a per-
ceptron-based model to predict values.
LSTMs are based on a modified version of
Recurrent Neural Networks (RNN). This pa-
per drops the need for using the basic if-
else construct to find what feature of
scalability will give the best result for our
experiment. This paper also compares the
effect of scaled down samples against non-
scaled sample value for LSTMs and GRU in
the format of graphs fir visualization and
mean squared errors for metric compari-
sons. This is a time-series forecasting prob-
lem which is also a statistical tool. The
event outcome seems to be dependent on
a variety of factors but in the dataset used
for this paper the outcome generally im-
proved with increased randomness, hence

our apparent problem on time series anal-
ysis merely becomes a problem of regres-
sion analysis.

Keywords- LSTM, GRU, time-series, predic-
tion, Al.

|. INTRODUCTION

Neuro computing has come a long
way since its inception in its simplest form
as a perception. To put it lightly is to say
that responds in a way that animals do. Hu-
mans think of an instance of anything
maybe a lot of instances but we assign
some different instances to them.

An example of such an activity would be to
remember a group of people. Any arbitrary
group, you may know them you may not.
Chances are to create such a diverse group
of two types of people you have taken
types, your relatives and strangers. Now an
activity would be that if you were given a
chance of giving someone from amongst
that group a million dollars and told to cite
your preferences in order of who would
most likely receive this gift from you. Most



likely it would be your parents or your sib-
lings and then a close relative and at the
end of that list you would place a complete
and random stranger. in a way all animalis
assign weights to certain things in life. Long
Short Term Memory and Gated Recurrent
Units do exactly that.

. Problem Statement

The recurrent neural network has its own
problem. It is called the vanishing gradient
problem where weight of each sample is
not modified or changed enough that
makes the neural network more susceptible
to errors in prediction. To overcome this
problem, we use LSTM and GRU.

With a few minor tweaks these modifica-
tions upon RNN give surprisingly accurate
results. As the weights of the samples be-
come smaller and smaller for earlier layers
of the neural network the learning rate is
lowered. The vanishing gradient problem
can be countered by using different neural
network architectures. Two of these archi-
tectures are LSTM and GRU.

Most important LSTM formulae are as fol-

lows:

1) Deciding what information to pass
through the cell state and what we
give out. Denoted by the sigmoid
layer.

he.1 denotes cell output from the
previous state. Ws denotes the
weight assigned to that set of previ-
ous he.1 and x which is the input for
the present state or the sample
value in this state.

2) bj is just the bias associated it helps
keep the gradient always robust and
save it from the vanishing gradient
pitfall. This has two parts. First, a sig-
moid layer called the “input gate
layer” decides which values we’ll up-
date. Next, a ‘tanh’ layer creates a
vector of new candidate values, C,
that could be added to the state. In
the next step, we’ll combine these
two to create an update to the state.
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3) We multiply the old state by fi, for-
getting the things we decided to for-
get earlier. Then we add it*Ct. This is
the new candidate values, scaled by
how much we decided to update
each state value.
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4) The output is decided by what we
want to show. First, we run a sigmoid
layer which decides what parts of the
cell state we’re going to output. Then,
we put the cell state through tanh (to



push the values to be be-

tween —1 and 1) and multiply it by
the output of the sigmoid gate, so
that we only output the parts we de-
cided to.

By symbols:

BO——P>—>—<

Neural Network Pointwise Vector

Concatenate 0
Layer QOperation Transfer phcate: Copy

1. Problem formulation

Gates are the flow of control that regulate
how much of what value to send to the next
step. This helps the algorithm decide how
much informational value is passed on.

The gate functions used in LSTMs are of to
types- tanh and sigmoid. The tanh layer reg-
ulates the gradient problem. When multiple
values are operated as done above the mul-
tiplicative result will increase in value while
other values in that input sample will not be
so great. Hence only the vales with higher

numerical points will be taken into account
(Wi). Hence the learning rate of this algo-
rithm diminishes. This is called the vanish-
ing gradient problem. LSTM uses the tanh
and sigmoid layers to regulate the values.
The tanh will reduce the values to a thresh-
old between -1 and 1. This is a number
compression technique. Other versions of
LSTM use certain other compression tech-
nique. Even logarithmic or inverse exponen-
tial functions can be used to reduce the val-
ues of multiplied values with weights. The
sigmoid layer only filters what value to
keep. For any value ‘X’ the sigmoid layer
multiplies X’ to a csonstant that regulates
its actual importance in the following man-
ner:

a) multiplied with 1 if we want to com-
pletely keep the value

b) multiplied with O if we throw that
value away.

Hence we use the sigmoid layer as spec-
ified in accordance to the need to use
the value of that input vector. Weights
are generally used at random in the ini-
tial stages as the model tries to adjust
these weights or constant values. But
as errors seem to pile up a variety of
techniques are used to reduce the er-
rors and settle on a definitive set of
weights as a result of which the back
propagation shows its colours and gives
a definite set of weights necessary for
prediction. The weights will be multi-
plied for making changes to cell state.
This cell state is generally hidden, which
means that the value will be thrown off



and this value has a low weight multi-
plied to it.

I Python implementation

Output given by the code is as follows:

Len{model .metrics_names)):
ric”,model .metrics_names[i},”:

s

gure 1- metrics for non-randomized samples.

Using a randomized selection technique to
select a set of samples we see the metric
loss and mean absolute error slightly in-
crease in magnitude (Figure 2):

(medel .metrics_names)):

A1 2RRAGAT IR

Figure 2-metrics for randomized samples.

This happens usually in this case. Although
it looks like a regression problem at first
glance, it is a time series problem. The
trend in previous sales prices affects the
trend towards future prices the graphs in-
cluded below will explain further.
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Fic,ruie 3-shows the effectiveness in our prediction but due
to the randon nature of selecting the sample values the
long-term predictions will not be very effective
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Figure 4- shows that some higher and lower peaks are
stightly faulty, but this method is more effective for long
term prediction of time series modelling.

V. Difference between LSTM and GRU

Gated Recurrent Units remove the
usage of the cell state part instead use the
hidden state to transfer information. This
hidden state transfers information as well
as is used for prediction. Hence, GRU cell is
more simple to understand than LSTM cell.
It only has two gates namely reset and up-
date gates. Hence LSTM help us set more
hyperparameters that make the develop-
ment more fluid and helps us fix values bet-
ter.

The metrics are as follows using GRU-

Len(nodel  netrics_nanes)
ric”, model metrics nanes|

)
i

Figure 5-GRU metrics parameter volues

1, result]1])



The output prediction graph for GRU is :
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Figure 7-Complete comparison graph Actual price vs. LSTM
prediction vs. GRU prediction.

Figure 6-GRU actugl prices versus prediction values

Itis only natural that since GRU have less The differences are not that substantial alt-
number of gates that also compute faster
than LSTM. But it is only a matter of trial
and error about which model is better. Av-

erage time elapsed between computations

hough a few minor tweaks have been
shown with higher epoch numbers:

of the two models is: 5
LSTM GRU 168
403 seconds for 200 600 seconds for 200 ; _—

epochs with batch
size 16 and an aver-
age 932us/step of
evaluation.

epochs with batch
size 16 and an aver-
age 1ms/step of eval-
uation.

The visible differences are not that substan-

tial to classify either as the better.

The figure next shows the difference in pre-

dictions:

Figure 8-For 300 epochs the prediction comparison stonds
at GRUSs being better than LSTMs

As visible there has been a slight improve-
ment in predictions but that is natural when
we increase the epoch numbers, moreover
the GRU architecture tends to give better
outputs in this case. This fallacy in the neu-
ral architecture might cause disturbance for
noisy data when we have to try more com-
binations of batch and epoch numbers for
finding the correct and satisfying results, as
shown below:
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Figure 9-LSTM PREDICTION vs GRU PREDICTON vs actual
prices for 1000 epochs and 32 batches each. We can see g
marked improvement over the previous ones where we
used lower values for hyperparameters.

Following shows the time needed to execute
each:

_[ 23!1 25 {::::::::::::::::::::::::::::::E - 15 676us/step
Epoch 512/1600
1928/1928 [z======ssmsszzszzza=s ========2] - 15 685US/step
Egoch 513/1008
1928/1928 g::::;:::::::::::::::::::::::::E - 15 6RIys/step

Epoch 514/1060
1928/1928 [z======sz=zsmmmmssa=s enen] - 156
Epoch 515/1000
1928/192§ [==========s=z==zz=zzzzmzzz=s =] - 15 697us/step

§

Figure 10-AVERAGE TIME OF LSTM EXE-
CUTION FOR EACH EPOCH.

Epoch 511/1008
198/1928 [==s=sz==zszsmmmmmmmassmzzzzzz| - ) 853us/step
Epoch 512/1060

- 25 851us/step

IQZQ 1028 {::::::::::::::::::::::::::::::E
Q)é llzg g::::::::::::::::::::::::::::::E - /5 gﬂlﬁgggtgé

| - 25 858us/step

Epoch 515£§@@3

1978 lﬁzg (::::::::::::::::::::::::::::::E - 78 g%ﬁggggt%;
Figure 11-AVERAGE TIME OF GRU EXE-
CUTION FOR EACH EPOCH.

V. Conclusion

There is much difference between
the execution times of GRU and LSTM. As
far as time-series are concerned, hence the
time saving capabilities of LSTM are far

more advantageous than the less computa-
tions required in GRUs.
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OPTICAL CHARACTER RECOGNITION

Abstraction:- Mmachine replication of human functions, like reading, is an ancient

dream. However, over the last five decades, machine reading has grown from a dream to
reality. Optical character recognition has become one of the most successful applications of
technology in the field of pattern recognition and artificial intelligence. Optical character
recognition (OCR) is one of the latest technologies adopted in a lot of areas such as
management, business, criminal and social networks. It consists of recognizing image-based
characters and transforming them to real digital character that can be editing, written and
displayed. The aim of this project is to recognize an English text from a photo like

JPG,JEPG,PNG .

Step Wise Methodologv:- This project is done in several steps. We try to

solve this practical problem very carefully and we experienced too many real life problems

to solve this project which aren't found generally in theoretical world.

We use Python Programming Language in Jupyter lab environment to implement our
idea. We use some Image Processing concepts for preprocessng the captured Image and
also use Convolutional Neural Network to recognize the characters from the captured

Image.



SRR

BINARIZATION

o

DESKEW THE
IVIAGE

U

T

§ COMPONENT{(WORD)
| FINDING ‘%
o, #

U

LINE CREATION
é AND RANKING

St

/" CHARACTER
EXTRACTION FROM
COMPONENT{WORD)

v

gﬂﬁscosmza THE EXTRACTED
E;MCHA.RA'CTER USING CNN

e

%,

i

N

FINAL OUTPUT M?

.
st

7

Sy,




. I t Is st
vide

i ;
he image into various matrices
We use OTSU inari

to binarise each of the divided mat

atrices

Problem com

es when the divi

ided part has no part of foreground i
nd image (text wri
ritten)

SO we use
neural network
on number .
edges of matrices of black points and number of black
ack points along t
g the

So we whit
en that divi i
ided matrix when tested by neural net
network returns
0.

praph rizw‘(}wz‘z{;a&1(';1‘1‘»" ot ¢
wpd as

b ipterest B
aiury, and emery
s branch of athemal and
The books by Berge (1976}

Al further cov srage Of

ereentit C8
~entury, st as
compuier surience.
) provide substal
-2 has become availabte f

€ LAk
a1, biological, and socia
P ot

ding propertes ol ne
abasi {2002} apt Wi
airoed at 2 8¢
4 jn this chapt

o undersiall
b hooks DY Bar
arch, with pfessexx&atmns
caversal rechmigques covered

o a pambet of these in wbgaquem chapt
« by ‘Tarjan (1983) fot further resulis.
1218 pased on a rosult of Martin Colmbic

peral audi
oy pave et
ara, and

reader 10 the boo

cxprcises Exercise

OUTPUT:

grown through interest in graph represe

chemical compounds in the nineteenth century, and em!

areaof study in the twentieth century, first as abranch of matheny
also {hrough its app\ications to computer science. The books by
Diestel (2000) provide substantial further coverage O

available for studying Jarge

gollobas (1998), and
ive data has become
and social sciences, and there

erged as @ systematic
atics and 1atet
Berge (1976),

Euler (1736).

emerging area 0
The basic graph trd

ous appl'\caﬁons. e Wi

we refer the reader 10

xercises Exercise 1218 pased on a result 0

and Ron Shamir.



Deskew The Image:- text skew correction algorithms is too much essential in the

field of automatic document analysis. Many times Captured text images are skewd with

some angel. It's a major problem for document analysis. Here is an INPUT example we've
used which is binarised already.
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We have to follow some steps to deskew the image in a correct position.
(a) Detecting the block of text in the image.
(b)Computing the angle of the rotated text.

(c)Rotating the image to correct for the skew.

We use OpenCV to deskew the image. To apply the algorithm the text image must contain
dark background and light or white text ; however, to apply our text skew correction process,
we first need to invert the image (i.e., the text is now light on a dark background -—— we need

the inverse). So we use bitwise_not function of OpenCv. And the Image will be like that.



Then finds all (x, y)-coordinates in the image that are part of the foreground.We pass these
coordinates into cv2.minAreaRect which then computes the minimum rotated rectangle
that contains the entire text region.The cv2.minAreaRect function returns angle values in
the range [-90, 0). As the rectangle is rotated clockwise the angle value increases towards
zero. When zero is reached, the angle is set back to -90 degrees again and the process

continues.

If the angle is less than -45 degrees, in which case we need to add 90 degrees to the
angle and take the inverse.Now that we have determined the text skew angle, we need to

apply an affine transformation to correct for the skew.

Determine the center (x, y)-coordinate of the image. We pass the coordinates and rotation
angle into the cv2.getRotationMatrix2D. This rotation matrix M is then used to perform the
actual transformation. draws the angle on our image so we can verify that the output image
matches the rotation angle.And final output will in Dark text and White Background.
OUTPUT is:-



Euler (1736), grown through interest in graph representations of maps and
chemical compounds in the nineteenth century, and emerged as a systematic
area of study in the twentieth century, first as a branch of mathematics and later
also through its applications to computer science. The books by Berge (1976),
Bollobas (1998), and Diestel (2000} provide substantial further coverage of
graph theory. Recently, extensive data has become available for studying large
networks that arise in the physical, biological, and social sciences, and there
has been interest in understanding properties of networks that span all these
different domains. The books by Barabasi {2002) and Watts (2002) discuss this

emerging area of research, with presentations aimed at a general audience.

The basic graph traversal techniques covered in this chapter have numer-
ous applications. We will see a number of these in subsequent chapters, and
we refer the reader to the book by Tarjan (1983) for further results.

Notes on the Exercises Exercise 12 is based on a result of Martin Golumbic

and Ron Shamir.

Component(word) Finding:- In this stage we treat every word of the text Image

as a graph Connected Component. We’ve search the binarised image pixel wise and we
found any black pixel then we searched up to 6 pixels down and right side of that pixel. If

any black pixel have found then include that pixel with that component. It means we
searched a 6X6 box where the upper left corner of the box is the black pixel of the existing

component.

Initially the first black pixel will the starting node of the component and after required

steps neighbour pixels(which are within the 6X6 box) are included in the component. By

Searching this entire text image we will get all the Words. Here is the example-

>
et
&




Line Creation & Ranking:- In this step we conquer the words which are in the

same line with their correct position and decide the ordering of the lines.

To create the line by conquering the words we followed some logical conditions. At
first we measure the possible highest height of a character of the text Image,, which is
denoted as CH. The process of linking two neighboring words is addressed as follows: Let

(x1,y1) ,(xz,yz) denote the bounding box coordinates of an assigned word and (x3,y3),

(x4,y4) denote the bounding box coordinates of a candidate neighbor word. From all words

in the right side of the assigned word which satisfy the condition :

[yl,yz] Intersection [yg,y4] = NOT NULL (represents the horizontal overlapping), we select

the one with the smaller distance D=X3-X» only if 0<D<6*CH Since many words may

satisfy the condition of horizontal overlapping, selecting the one with the smaller distance,
we select the immediate neighbor word of the same text line. Next, this word is assigned as
processed and we search in the right side for a neighbor word till the last word of the text
line is assigned as processed. Here is an example of a created line:

e Eraph theury. Recenliy, exiensie data has become avatlabe [0 sIUGHIE 1ATEY

Li‘
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After that to ordering the lines we compare the Y values of the coordinates of any

pixel of a component of a line with the other line’s component’s pixel. The higher Y value

implies, the line is ordered as behind to the lower one. By this logic we compare all the line
with each other and decide the ordering. Here is the example of our result.
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Character Extraction From Component(Word):- in this step we

extracted all the characters from their components.We follow a quite similar approach here
like word finding. By taking a component we searched for a black pixel and then searched for
the next black pixel which is adjacent with that pixel. Then we put them together as a graph
component and searched for the remaining black pixels which are adjacent. By following this
logic we extract characters from a word. And we use this process for all the words.Here is an
example of extraction:




Recognize Extracted Character Using CNN:- We collect data set from

kaggle.com for the training our CNN.Here is an overview of our CNN.

™y
Q
~
Fud
oF
™y
3
3
]
i |
&
m
feal
fvad
“
Y
3
s
s
o}
vl

The characters of the text image are recognized.Here is some samples of characters which
are recognized by our CNN.The extracted input character is shown and the corresponding
output character which recognized is shown in text format at the lower left corner side of

the input.
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Final Output:- Having recognized characters, it just some file writer code to get

out .txt file.

Problems we faced

Due to lack of training data, this step even after having 97% training set accuracy
did not perform that well as we expected it be.Also we lacked datasets for comma,
fullstop and other charecters.
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HOSPITAL SERVICE QUEUE MANAGEMENT SYSTEM
WITH WIRELESS APPROACH

Abstract. This paper presents a proposed alternative system for queuing management that
could reduce inconvenience to the public. The motivation of this system is depicted from an
observation on the people queuing for services in the hospitals and the government offices
without committing to the estimated time for their demand. Waiting for the service is
counterproductive which consumes an unacceptable amount of productive time for the
patients. We develop the system fo manage the queue without physically lining up and allow
people fo monitor their queue status by their wireless handheld devices. The project
accomplishes its objective as a tool to manage the hospital queue online where customers,
patients and stakeholder can access theirs queues remotely over the Internet through a web
application. The results benefit fo both stakeholder to manage their time for other desire
activities and hospitals in utilizing its spacious area for other business proposes.

Keywords: Hospital queuing management system, web application.

1. Introduction

The innovation of technologies could bring support to the quality of life for
human in various aspects and objectives. However, in order to apply and implement
technology system to be used requires the costly investment for itself. This constraint
leads to the inescapable archaic management methods, and the systems still coexist
alongside the advances in procedures. One of the unavoidable significances is the
hospital service for the people, especially among the undeveloped country and developing
country. The public hospitals likely support the poor and middle classes which have to
patronize the public services in the state hospitals.

A growing population base will continue having a pressure to the existing
hospital facilities. With the cycle of limited facilities, it leads to the coupled staffing
shortages which will guarantee that long queues to remain synonymous anytime visiting a
hospital and other public service facilities. The people must take a queue as long as they
need the services. Whether the problem is caused by staff shortages, equipment
shortages, or the hospital capacity is not sufficient for the population area they serve.
Long queues are an unwanted and unnecessary burden to the public as well as the hospital
staffs. Long queues are then associated with a negative image of the hospital
experience, but most people can't avoid to be under this present system.

For this project, we propose the system with the main objective as to
create a visual queue for hospital online where people can access and reserve their queue
wirelessly over the Internet. The system allows people to monitor their queuing status
from the web service application. This beneficial system is designed to offer the options
for people who are waiting for the service: they can go anywhere while they are in the
queue rather than standing and presenting themselves in front of the service area.




2. Literature Review

The traditional queuing management methods mostly used in the hospital
are queue card and smart queue as described it featured by figure 1.When using queue
card system, the people in the queue are assigned by numbers according to the arrival
order. This method allows the patients to be able to manage their time based on an
estimation of the time available until their number is called. Venturing outside of the
immediate area is a constant gamble. The queue number may guarantee service according
to the number priorities; however, a delay in refurning may still result in the loss of a
queue position.

Sarvice Courster

. Waiting Room

Nurse / Service Operator

Doctor Room

Fig. 1. Typical state hospital queue management system

Most of the private hospitals provide a smart queue system as well as
helpdesks and counter services for their customers. The smart queue system provides
automatic queue numbers along with automatic voice calling and LED display panels on a
progressive basis. However, this system still requires patients fo congregate in the
immediate area to monitor the progress of queue numbers being serviced. This service
only eliminates the need to stand in an organized line, buf does not address a more
productive method for time utilization.

Based on a survey, people waiting in a queue get a service from public
hospitals in rural area in Thailand reveal that they are compelled to endure the endless
waits. They lined up at fhe service counter. Any abandonment results in their
requirement to return fo the back of the line and an even longer wait. With such a long
queue and waiting period, it represents a considerable amount of time wasted for the
people involved. Any desire to venture outside the immediate area is outweighed by the
uncertainty of not having information regarding the progress of the queue. They simply
cannot miss their position due to a lack of information. This problem motivated us fo
develop a method to manage the reserved queue to alleviate on minimizing the number of
people in the physical queue.




3 Service Queue Management System with Wireless
Approach

3.1 System Boundary and Architecture
The new approach of the hospital queue management system will provide

stakeholder with tools to manage their queue status wirelessly®™. The system would allow
them to know what is going on with the queue wherever they go. As can be seen in the
figure 2 a new comer arrives af the service counter before booking info the hospital
queue. With their wireless devices, the queue status can be accessed through the
Internet, and it provides information to everyone in the queue.

Fig. 2. Existing Hospital service queue management system

The proposed system, the boundary and its functionality are described ina
form of UML concepts!?l shown in figure 3. The system's functionality is demonstrated
and explained as the role of four actors and seven use cases as following:

Actors role:
« System Admin: represents an administrator who grants access to all system

features; the role is to register a new hospital and queue administration to the
system.

¢ Queue Admin: represents a hospital queue administrator, the role is to creafe
queues and operators to the system.

+ Queue Operator: represents a person who takes care of each queue. The role is
to register queue client o the system and to manage all activities in the queue.

o Queue Client: represents the person who requires hospital service and is seated

in the queue. The role is to view the queue status in order to know when to be in

the service.
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Fig. 3. Hospital Queue System Use Case Diagram

Use case role:
« Register Hospital: Describes a behavior for the system administration to
register hospital details into the hospital queue system.
* Register Queue Admin: describes a behavior that a queue administration is

created by the system admin.

o Create Queue: Describes a queue that is created by queue administration.

o Register Queue Operator: Describes a behavior that a queue operator is
created by the queue administration.

e Manage Queue: Describes how the queue operator manages all activities that
happen in a queue, including the insertion of a client fo the queue, put queued
client into a service and end the client from the.queue affer the service is

complete.
e View Queue Status: Describes a behavior where a queue client can check or view

their queue status during the queue process.
¢ View Queue Status: Describes the behavior where a queue client can check or

view their queue status during the queue process.

3.2 Database and Development Tools

We consider using Java programming run on Java EE environmentt!
Glassfish as its web server and running web service on WSDL (Web Services Description
Language) model running with XML to view and exchange data. A system based on Java
technology could be strong in term of security and great in ferm of performance and
implement with RESTfulll architecture. The set of fools is an advantage of ease to
access and deployment.

Database is created by using PHPMyAdmin®l which is MySQL®!
management program. It comes fogether with XAMPU1 The entities and relationships
system is deployed with relational database!®! principle which consists of five tables.
Qbusiness table stores the entity of the hospital that is registered fo the hospital
queue system. Quser fable stores the entity of user who works with the system. Qqueue
table stores the entity of a queue which is created by queue administration. Qtran table




stores the entity of a queue transaction which is generated through queuing process.
Customer table stores the entity of a queue client or a pafient who requires hospital
services and seating in the queue.

3.3 Queuing Management Mechanism

In this project "First Come, First Serve" concept and queuing theory with
Little's law!®1%is deployed as the system discipline to manage service queue. Given A is
the average number of items arriving per unit time; W is average waiting time per for an
item, and L is an average number of items in the queuing system, so L = AW.

The Arrival Rate (A) is formulated by a division of Total arrival (N) by
Total Time(T) as A = N/T. This means that at the time interval T the system has been
observed, the number of arrival N entering fo the system queue.

Finding individual waiting fime : In order to find the time remaining or
waiting time for an individual in the queue, we need to know the average waiting time W
of the system at the period time T by being calculated from equation 1).

W = %Z?;l 774 B (€))

To calculate the waiting time for the Nth queue number to be in service,
the average waiting time needs to be calculated onward fo get the most likely average
time. For instance, the queue may have an average L customers waiting in the queue with
arrival rate A, so calculating the average waiting time is W = L/ A Therefore, the
expected waiting fime for the Nth queue to reach the service is

WN =YY Wi i (2)

According to the equation(2), an individual waiting time could be rewritten
as the average waiting fime multiply by the number of individual a queue number
approximately. As of confinuous system, the estimate time waiting could be denoted as
the equation (3). .
M/r(n' rn) = ']n_ml R ) |

Where m is the queue number of an individual queue and n'is the number of
queues included in average, an estimated waiting time of an individual, W(nm) could be
suggested fo the customer of the queue as the multiplication of queue number m with
the average waiting time Wn.

4. System Prototype Implementation

The proposed hospital queue system is required to run over the Internet or
intranet: therefore, the stakeholder, system administrative users and patients can use
their smart phones and Internet access devices to view fheir queue status. The system
profotype is demonstrated by testing with a set of tools and equipment as described
below:

e Locally testing with XAMP
The web server needs fo be set up and tested on Windows environment and
running on XAMP v3.2.1 ), which is a bundle package of Apache, MySQL and pHpPLLIZ]
However, the system cannot fully operate locally since the customer/client/patient must




be able to view a queue status over their wireless device. Therefore, the system has to
be online to serve this requirement.

e Online_hosqueue.com

To take the system online, a domain name heeds to be registered. Also, it
has been named as hosqueue.com. The system domain is also hosted with one of a domain
hosting providers which gives the system space and requires server environment for the
system to run.

The system has been done on top of the previous code taken from the open
source software called Complain Management System written by Tousif Khan 03] The
system is built on top of pre-coding and structure with a new database design and new
business processing. The system is built on PHP %) and Java Script (41, coding example
is shown in the following page. The code represents part of PHP requesting queuery to
the database before converting into JSON data format which performs RESTful web
service. As it can be seen in the code, one important requesting element is AvgTime
(Average Time). The system allows the queue admin fo modify the number of samples of
individual waiting time as a set of average time waiting. AvgTime is then to be used fo
calculate time remaining for the next remaining queue

$sql = "SELECT qun.QueueID,quaueno,CusTID,arr'ive,TsTaTus,qqueue.Angim e FROM
" $dbname.".qtran INNER JOIN ".$dbname.".qqueueON gtran.QueuelD =
qqueue.QueueID WHERE qtran.QueueID =" $qid""";

$result=mysql_query($sql); $rows =array(). while($r = mysql_fetch_assoc($result)) {
$rows['Queue'][1= $r: )}

printjson_encode($rows).

[Example of PHP script on data conversion by using json_encode function yields requesting queue data
output into JSON data format.]

The main operation is on queue management system on PHP demonstration.
When the customer/client/patient queue viewer is mainly on Android®®» (1511161 gpplication,
coding example is shown below. This part of the code allows the application fo refrieve
JSON data format from the PHP web service. AvgTime abruptly calculates time
remaining equivalent to the sequential order of the patient queue number. This part of
the system allows the user o access data over their wireless device.

public void ListDrawer() {

try{JSONObjectjsonResponse =

newJ SONObject(jsonResult);

JSONArrayjsonMainNode = jsonResponse.opTJSONArmy(“Queuz“);
rowQueue.clear();

for (inti = 0; ixjsonMainNode.length(). i++)
{
JSONObjectjsonChildNode = jsonMainNode.getJ SONOb ject(i):
co|uanueue.seT(O,jSOnChiIdNode.op’rSTring(“QueueID"));
columnQueue.set(1,jsonChildNode.optString("queuenc"));
columnQueue.set(2 jsonChildNode.optString("CustID")):
coluanueue.seT(3,JsanChi|dNode.op’rSTring("crr‘ive"));
coIuanueue.seT(4,jsonChiIdNode.opTSTr‘ing(“‘rsTa‘rus“));
columnQueue.set(5,jsonChildNode.optString("Avg Time")):
coluanueue.seT(é,STringAvalueOf(InTeger.vaIueOf(jsonChildNode.opTSfring("Ang
ime")) *60*(i+1)));
coIuanueuz.seT(7,STring.valuzOf(InTeger.vclueOf(jsonChildNode.op‘rS‘rring("Ang
ime")) *60*(i+1))):




rowQueue.add(new ArrayList<String>(columnQueue));

}
} catch (TSONExceptione) { .. }}
[Example of Android programming function calledListDrawer, which retrieves JSON data format and
displays on Android client application.]

e Installation Client Application with Android
An Installation client program for Android application hosqueue.com is
stored in an APK file after its compilation. The customer can download the file and
install it to an android device. The program requires running on Android 4.0.3 (Ice Cream
Sandwich) and above.

Hospital Queue System - Lagin

%

« hesguene.com fogi i

User Name

Password :

New Custamer

Zoo of Technology ¥

Powered By: TechZoo - &

Fig. 4. Available download of hospital queue viewer 1.0

The system function will display all the queue and find queue by ID as shown in
figure 5.

o Display All Queue: The Display All Queue button leads to a view by queue
selected screen where the customer can view the queue by choosing a particular
queue that they want to view. Therefore, the customer is required to know which
queue Yo look for.

e Find Queue by ID: The Find Queue by ID helps the customer in searching the
queue in case that the customer does not know which queue it is. However, the




customer is still required o know their customer ID fo be used as a finding key
to the queue.

Sl O 3 i
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Fig.5. Queue display by searching customer ID

The queue displays the queue number, customer ID., queue status, and estimated
time of service. This can help the customer go anywhere nearby or do other activities
while still knowing the queue status.

5. Conclusion

Hospital Service Queue System is a project fo eliminate the traditional
physical queue and replace it with a convenient management. This project is designed to
help the public who suffers from long queues in hospitals, especially the public hospitals.
The main system functionalities which are constructed and implemented online are ready
for hospital queue services: hence, the customer/patient/client can view a queue status
over their wireless.

The contribution of this system does not only serve the people requesting
the service in hospital but also utilize their time to do other activities. Also, the
advantage of using open source it could benefit fo community as a whole. Not only one
hospital can benefit with the current system design and setting, but multiple hospitals
can be served at the same time. An individual hospital can manage its own queues with a
given power user as a queue administration. With this design, a cost sharing arrangement
is possible amongst hospitals without having any budget to spend for the extra
development.
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AUTOMATIC ESSAY GRADING USING MACHINE
LEARNING

PROJECT REPORT

-Suryadeep Das
(CSUG/159/17)

INTRODUCTION:

Automated essay scoring (AES) is the use of specialized computer programs to assign
grades to essays written in an educational setting. It is a form of educational assessment and an application
of natural language processing. Its objective is to classify a large set of textual entities into a small number of
discrete categories, corresponding to the possible grades, for example, the numbers 1 to 10. Therefore, it can
be considered a problem of statistical classification.

Several factors have contributed to a growing interest in AES. Among them are cost, accountability,
standards, and technology. Rising education costs have led to pressure to hold the educational system
accountable for results by imposing standards. The advance of information technology promises to measure
educational achievement at reduced cost.

OVERVIEW:

This project aims to build a machine learning system for automatic scoring of essays
written by students.The basic idea is to search for features which can model the attributes like language
fluency, vocabulary, structure, organization, content etc. As we pointed out in our initial draft, such a
system can have a high utility in many places. For instance, currently, evaluation of essay writing section in
exams like GRE, GMAT, and TOEFL is done manually. And, so automating such a system may prove to be
highly useful. We have built a linear regression model with polynomial basis function to predict the score of
a given essay. The subsequent sections explain the input data, features extraction, detailed approach,
results, and future scope of the work.



DATA EXPLORATION:

We have taken the input data from Kaggle.com. We are given ~13000 essays written by
school students of Grade 7, 8 and 10. These essays are divided into 8 sets - each set of essays from a
different context - to ensure variability of the domain. Each set of essays was generated from a single
prompt. Along with the ASCII text of each essay, we also have scores given to each essay by two human
evaluators and a combined resolved score.

We split this data into two sets: training set and testing set, as follows:

Essay set Total number of Number of Essays Number of Essays
Essays used for training used for testing
1 1783 1200 583
2 1260 1200 500
3 1726 1200 526
4 1772 1200 572
8 1805 1200 605
& 1300 1200 600
7 1568 1200 369
8 723 500 223
TOTAL 12978 8900 4078

Once we have the training and testing data, we can extract features from each of the document and
train our model. These are explained in subsequent sections.

FEATURES EXTRACTION:

Feature extraction is the most important part of any machine learning task and so is the case with
us. To build effective essay scoring algorithm, our aim is to try to model attributes like language fluency,
grammatical and syntactic correctness, vocabulary and types of words used, essay length, domain
information etc.

At present, our model is using the following set of features:

Total number of words used in the essay.
Total number of sentences.

Sentiment analysis.

Average word length.

Grammatical errors.

os W =

We have used the textblob library in python to extract the above features from given texts.



APPROACH, EVALUATION and RESULTS

after which feature extraction was

First these essays were individually scored by human beings,
carried out. Once we were done with feature extraction, we applied

optimal condition.

different regression model to find the

We plot graphs of the scores given manually to the respective features.
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The next step was to normalize the dataset to change the values of numeric columns in the dataset to
a common scale, without distorting differences in the ranges of values. For machine learning,
every dataset does not require normalization. It is required only when features have different ranges.

Once the data was normalised we used it to train different regression models with an average of 75%
of the data and the results were compared.

[*SVR', 0.5088554660112243],

["SGDRegressor', 0.4194873891624755],
["BayesianRidge’', 0.477820256107494967,
["Lassolars’, -0.000831568726168631,
['DecisionTreeRegressor', 0.19079996102015295],
['RandomForestRegressor', 0.60715900752619861],
['PassiveAggressiveRegressor', -22.852702249161165],
['TheilSenRegressor', 0.3734631557334913],
['LinearRegression', 0.47782613303407506],
["Ridge', 0.477759370572945761,

['ElasticNet', -0.00083156872616863]]

As, RandomForestRegressor gives R square score of about 0.6, which is considered good fit, our
essay_prediction model will be in RandomForestRegressor.

CONCLUSIONS:

Automatic essay grading is a very useful machine learning application. It has been studied quite a
number of times, using various techniques like latent semantic analysis etc. The current approach tries to
model the language features like fluency, grammatical correctness, domain information content of the
essays, and tries to fit the best polynomial in the feature space using RandomForestregression with
polynomial basis functions

The future scope of the given problem can extend in various dimensions. One such area is to search
and model good semantic and syntactic features. For this, various semantic parsers etc. can be used. Other
area of focus can be to come up with a better tool like neural networks etc.

REFERENCES:
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VSUMM: AN APPROACH BASED ON COLOR FEATURES FOR
AUTOMATIC SUMMARIZATION

ABSTRACT

The fast evolution of digital video has brought many new multimedia applications and, as a
consequence, research into new technologies that aim at improving the effectiveness and efficiency of
video acquisition, archiving, cataloging and indexing, as well as increasing the usability of stored
videos. Among all possible research areas, video summarization is one of the most important topics,
which may enable a quick browsing of a large collection of video data and to achieve efficient content
access and representation. Essentially, this research area consists of automatically generating a short
summary of a video, which can either be a static summary or a dynamic summary. In this paper, we
present VSUMM, a methodology for the development of static video summaries. The method is based
on color feature extraction from video frames and unsupervised classification. We also develop a new
subjective method to evaluate video static summaries. The video summaries are manually created by
users and compared with different approaches found in the literature. Experimental results show —
with a confidence level of 98% — that the proposed solution provided static video summaries with
superior quality relative to the approaches to which it was compared.

Keywords- Video summarization; Static video summary; Keyframes; Clustering; Color
histogram.

INTRODUCTION

The recent advances in compression techniques, the decreasing cost of storage and the availability of
high-speed connections have facilitated the creation, storage and distribution of videos. This leads to
an increase in the amount of video data deployed and used in applications such as search engines and
digital libraries, for example. This situation puts not only multimedia data types into evidence, but
also leads to the requirement of efficient management of video data. Such requirements paved the way

for new research areas, such as video summarization.

According to /1], there are two fundamental types of video summaries: static video summary — also
called representative frames, still-image abstracts or static storyboard and dynamic video



skimming — also called video skim, moving-image abstract or moving storyboard. Static video
summaries are composed of a set of keyframes(A keyframe is a frame that represents the content of a
logical unit, as a shot or scene. This content must be the most representative as possible) extracted
_from the original video, while dynamic video summaries are composed of a set of shots(A shot
represents a spatio-temporally coherent frame sequence, which captures a continuous action from a
single camera.) and are produced taking into account the similarity or domain-specific relationships
among all video shots.

One advantage of a video skim over a keyframe set is the ability to include audio and motion elements
that potentially enhance both the expressiveness and the amount of information in the summary. In
addition, according to /2], it is often more entertaining and interesting to watch a skim than a slide
show of keyframes. On the other hand, keyframe sets are not restricted by any timing or
synchronization issues and, therefore, they offer much more flexibility in their organization for
browsing and navigation purposes, in comparison with the strict sequential display of video skims, as
demonstrated in /3], [4], [5], [6], [7]. In this paper, we focus on the production of static video
summaries.

Recently, video summarization has attracted considerable interest from researchers and as a result,
various algorithms and techniques have been proposed in the literature, most of them based on
clustering techniques (/8/, [9], [10], [11]). Comprehensive surveys of past video summarization
results can be found in /1], [12], [13].

In the case of clustering-based techniques, the basic idea is to produce the summary by clustering
together similar frames/shots and then showing a limited number of frames per cluster (usually, one
frame per cluster). For such approaches it is important to select the features upon which the frames
can be considered similar (e.g., color distribution, luminance, motion vector) and also to establish
different criteria that can be employed to measure the similarity.

Although there are some techniques that produce summaries of acceptable quality, they usually use
intricate clustering algorithms that make the summarization process computationally expensive [11].
For example, in /9] the time needed for computing the summaries takes around 10 times the video
length. This means that a potential user would wait around 20 minutes to have a concise

representation of a video that he/she could have watched in just two minutes.

In this paper, it is proposed a simple and effective approach for automatic video summarization, called
Video SUMMarization (VSUMM). The method is based on the extraction of color features from
video frames and unsupervised classification. In addition, a new subjective methodology to evaluate
video summaries is developed, called Comparison of User Summaries (CUS). In this methodology,
the video summaries are manually created by users and are compared with approaches found in the
literature. The evaluation of VSUMM is done on 50 videos from the Open Video Project (OV) [14]
and experimental results show that the VSUMM approach produces video summaries with superior
quality relative to the approaches to which it was compared.

The main contributions of this paper are:

(1) a mechanism designed to produce static video summaries, which presents the advantages of the
main concepts of related work in the video summarization;

(2) a new evaluation method of video summaries, which reduces the subjectivity in the evaluation
task, quantifies the summary quality and allows comparisons among different techniques quickly.



PAST WORKS

Different approaches have been studied in order to claborate our solution. Some of the main ideas that
are related to the proposed solution are discussed next.

Zhuang et al. /17] proposed a method for keyframe extraction based on unsupervised clustering. In
that work, the video is segmented into shots and then a color histogram (in the HSV color space) is
computed from every frame. The clustering algorithm uses a threshold _ which controls the clustering
density. Before a new frame is classified as pertaining to a certain cluster, the similarity between this
node and the centroid of the cluster is computed first. If this value is less than _, it means that this
node is not close enough to be added into the cluster. The keyframes selection is employed only to the
clusters which are big enough to be considered as keyclusters. In such case, a representative frame is
extracted from this cluster as the keyframe. A keycluster is considered large enough if it is larger than
the average cluster size. For each keycluster, the frame which is closest to the keycluster centroid is
selected as the keyframe. According to /[17], the proposed technique is efficient and effective,
however, no comparative evaluation is performed for validating such assertions.

Hanjalic and Zhang //8] presented a method for automatically producing a summary of an arbitrary
video sequence. The method is based on cluster-validity analysis and is designed to work without any
human supervision. The entire video material is first grouped into clusters. Each frame is represented
by color histograms in the YUV color space. A partitional clustering is applied n times to all frames of
a video sequence. The pre-specified number of clusters starts at one and is increased by one each time
the clustering is applied. Next, the system automatically finds the optimal combination(s) of clusters
by applying the cluster-validity analysis. After the optimal number of clusters is found, each cluster is
represented by one characteristic frame, which then becomes a new keyframe for that video sequence.
[18] concentrated on the evaluation of the proposed procedure for cluster-validity analysis, instead of
on evaluating the produced summaries.

Gong and Liu //9] proposed a technique for video summarization based on the Singular Value
Decomposition (SVD). At first, a set of frames in the input video is selected (one from every ten
frames) and then, color histograms in the RGB color space are used to represent video frames. To
incorporate spatial information, each frame is divided into 3 x 3 blocks, and a 3D-histogram is created
for each of the blocks. These nine histograms are then concatenated together to form a feature vector.
Using this feature vector extracted from the frames, a feature-frame matrix A (usually sparse) is
created for the video sequence. Therefore, the SVD is performed on A to obtain the matrix V , in
which each column vector represents one frame in the refined feature space. Next, the cluster closest
to the origin of the refined feature space is found, the content value of this cluster is computed and
this value is used as the threshold for clustering the remaining frames. From each cluster, the system
selects the frame that is closest to the cluster center as keyframe. This method is not compared with
other techniques.

Mundur et al. /9] developed a method based on Delaunay Triangulation (DT), which is applied for
clustering the video frames. The first step of their method is to obtain the video frames from the
original video, pre-sampling the video frames. Each frame is represented by a color histogram in the
HSV color space. This histogram is represented as a row vector and the vectors for each frame are
concatenated into a matrix. To reduce the dimensions of this matrix, the Principal Components
Analysis (PCA) is applied. After that, the Delaunay diagram is built. The clusters are obtained by
separating edges in the Delaunay diagram. Finally, for each cluster, the frame that is nearest to its
center is selected as the keyframe. To evaluate the summaries, [9] defined three objective metrics:



significance factor, overlap factor and compression factor. In spite of the fact that the proposed
method has been designed to be fully automatic (i.e., with no user-specified parameters and well
suited for batch processing), it requires between 9 to 10 times the video length to produce the
summary. Furthermore, the method does not preserve the video temporal order.

Furini et al. //0] introduced VISTO (VIdeo STOryboards), a summarization technique designed to
produce on-the-fly video storyboards. VISTO is composed of three phases. First, the video is analyzed
in order to extract the HSV color description. For each input frame, a 256- dimension vector is
extracted. Those vectors are then stored in a matrix and then, in the second phase, the clustering
algorithm is applied to extracted data. The authors exploited the triangular inequality in order to filter
out useless distance computations. To obtain the number of clusters, the pairwise distance of
consecutive frames is computed. If the distance is greater than the threshold , the number of clusters
is incremented. The third and last phase aims at removing meaningless video frames from the
produced summary. VISTO is evaluated through a comparison study with other approaches: the DT
technique /9] and the Open Video storyboards //4/. [10] asked a group of 20 people to evaluate the
produced summaries, using the following procedure: the video is presented to the user, and just after
that, the corresponding summary is also shown. The users are asked whether the summary is a good
representation of the original video. The quality of the video summary is scored on a scale going from
1 (bad) to 5 (excellent), and the mean opinion score is considered as an indication of the summary
quality.

Guironnet et al. /20] proposed a method for video summarization based on camera motion. It consists
in selecting frames according to the succession and the magnitude of camera motions. The method is
based on rules to avoid temporal redundancy among the selected frames. The authors developed a
subjective method to evaluate the proposed summary. In their experiments, 12 subjects are asked to
watch a video and to create a summary manually. From the summaries of different subjects, an
“optimal” one is built automatically. This “optimal” summary is then compared with the summaries
obtained by different methods. The construction of an “optimal” summary is a difficult stage, which
requires various parameters to be fixed.

According to the analysis of the approaches found in literature, it can be noticed that the keyframe
selection techniques used several visual features and statistics. These features can affect both the
computational complexity and the summary quality. Normally, the extraction of the video features
may produce a high dimensional matrix. For this reason, dimensionality reduction techniques are used
in order to reduce the size of those matrices, as it can be seen in /9], [19], for example. Needless to
say, this additional step requires even more processing time. Another serious problem that can be
observed is the lack of trustworthy comparisons among existing techniques. In other words, a
consistent evaluation framework is seriously missing in video summarization research.

The VSUMM approach, proposed in present work, draws on the advantages of the existing techniques
and concepts presented in related work. A fully reproducible evaluation framework is proposed and
applied for comparisons among VSUMM and three other proposals, indicating that VSUMM is able
to provide better summaries, according to the defined metrics.



METHODOLOGY - VSUMM APPROACH

Figure 1 illustrates the steps of our method to produce static video summaries. Initially, the original
video is split into frames (step 1). In next step (step 2), color features are extracted to form a color
histogram in HSV color space. VSUMM does not consider all the video frames, but takes a sample. In
addition, the meaningless frames found in the sample are removed. After that (step 3), the frames are
grouped by k-means clustering algorithm. Then (step 4), one frame per cluster is selected (this
selected frame is the keyframe). To refine the static video summary composed by the keyframes (step
5), the keyframes that are too similar are eliminated. Finally, the remaining keyframes are arranged in
the original temporal order to facilitate the visual comprehension of result. Each step is detailed in

next subsections.

Static Video Summary

®

Figure 1: VSUMM approach

A. Temporal Video Segmentation

Temporal video segmentation is the first step towards automatic video summarization. Its goal is to
divide the video stream into a set of meaningful and manageable basic elements (e.g., shots, frames)
[21]. In literature, the shot boundary detection /[22] is widely used as first step to produce
summaries (e.g., /81, [17], [18], [23], [24], [25], [26], [27]).

Another type of video segmentation is the extraction of video frames, where there is no temporal
analysis of the video. Each frame is treated separately, the video sequence is split into images. Several
authors have used this approach (e.g., [4], [9], [10], [19], [28]), and it is also used in this work.
Moreover, VSUMM does not consider all the video frames, but takes only a subset taken at a pre-
determined sampling rate. This is the so-called pre-sampling approach.

By using a sampling rate, the aumber of video frames to be analyzed are reduced. The sampling rate
assumes a fundamental importance, since the smaller the sampling rate, the shorter the video
summarization time. Nevertheless, very low sampling rates can lead to poor quality summaries.
Videos that have long shots tend to present an advantage with the pre-sampling approach, on the other
hand, in those videos that present shorter shots, important parts of its content may not be represented.



The relationship between the loss of information and the shot size is directly associated with the
sample rates selected during the summarization process.

In VSUMM, the sampling rate is obtained by dividing the number of video frames by the video frame
rate. For instance, for a two-minute-long video with a frame rate of 30 frames per second (i.e., 3600
frames), the total number of frames to be extracted is given by 120 (3600/30) frames.

B. Color Feature Extraction

Color is perhaps the most expressive of all the visual features /29/. In VSUMM, color histogram /30]
is applied to describe the visual content of video frames. This technique is computationally trivial to
compute and is also robust to small changes of the camera position. Furthermore, color histograms
tend to be unique for distinct objects. For these reasons, this technique is widely used in automatic
video summarization (/9/, [10], [17], [18], [19]).

Some key issues of histogram-based techniques are the selection of an appropriate color space and the
quantization of that color space. In VSUMM, the color histogram algorithm is applied to the HSV
color space, which is a popular choice for manipulating color. The HSV color space was developed to
provide an intuitive representation of color and to be near to the way in which humans perceive and
manipulate color. The VSUMM color histogram is computed only from the Hue component, which
represents the dominant spectral component color in its pure form /37]. Moreover, the quantization of
the color histogram is set to 16 color bins, aiming at reducing significantly the amount of data without
loosing important information. The color bins value was established through experimental tests (see

[16]).

C. Elimination of Meaningless Frames

A meaningless frame is a monochromatic frame due to fade-in/fade-out effects. To remove possible
meaningless frames, VSUMM computes the standard deviation of the frame feature vector. As the
standard deviation of monochromatic frames is equal to zero or a sufficiently small value close to zero
(There are frames that are not completely homogeneous in color, but can be regarded as meaningless
frames), VSUMM just removes these frames.

This step is also employed by /10]. Unlike VSUMM, which removes meaningless frames as a pre-
processing step, /10] apply it as a post-processing step, after an initial summary is produced.
Nevertheless, there is no point in using meaningless frames in the clustering step and, hence, the
removal of such frames is performed before clustering in VSUMM.

D. Clustering

The k-means clustering algorithm /32] is one of the simplest unsupervised learning algorithms that
solve the well-known clustering problem /33]. In this work, the k- means algorithm is applied to
cluster similar frames, although slightly modified in how it initially distributes the video frames
among the & clusters. This modification is applied to improve k-means performance while producing
more effective results.



The frames are initially grouped in sequential order, instead of randomly as in the original k-means
algorithm. As an example, suppose k=5 and a set of 50 frames sampled from a video. In the original
k-means, the frames would be initially allocated randomly among the 5 clusters in order to start their
iterative refinement. In case of VSUMM, the initial allocation is going to be done by associating the
first 10 frames to the first cluster, the next 10 frames to the second one, and so on. This procedure is
adopted based on the fact that consecutive frames typically show some similarity among them
already, making it faster for £-means to converge.

One drawback of the k-means clustering algorithm is that it demands the number of clusters & to be
fixed a priori. Nevertheless, k is related to the summary size, which is going to depend both on video
length and on its dynamics. This means that different videos require different values for k. To
overcome this difficulty imposed by k-means, a fast procedure to make a reasonable estimate of the
number of clusters is implemented. VSUMM computes the pairwise distance of consecutive frames in
the extracted sample, according to Euclidean distance. Then, the value selected for & is based on a
threshold 7, which measures the sufficient content change in the video sequence. Every time the
distance between two consecutive frames is greater than 7, then & is incremented. The threshold value
applied in this work, established through experimental tests, is equal to 0.5.

Figure 2 shows an example of how these distances are distributed along time. It is observed that there
are points in time in which the distance between consecutive frames varies considerably
(corresponding to peaks), whereas there are longer periods in which the variation is very small
(corresponding to denser regions). Usually, peaks correspond to a sudden change in the video, while
in dense regions frames are more similar to one another. Hence, frames between two peaks can be
considered as a set of similar frames and therefore, the number of peaks provides a reasonable
estimation to the number of clusters 4.
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Figure 2: Pairwise distances of sampled frames of the video The Great Web of Water, Segment 02
(available at [14]).



It is worth noticing that our method for the estimation of the number of clusters is based on a simple
shot boundary detection method /34/, whereas & is incremented for each sufficient content change in
the video sequence.

E. Keyframe Extraction

Once the clusters are formed by k-means, they can be further analyzed for keycluster selection. The
strategy applied for keyclusters selection is similar to the one proposed in [17], which is also applied
in /27]. In VSUMM, a cluster is considered a keycluster if its size is larger than half the average
cluster size (this value has shown to be more suitable as cut-off point than the average cluster size, as
defined in /17]). For each keycluster, the frame which is closest to the keycluster centroid — measured
by Euclidean distance — is selected as a keyframe.

F. Elimination of Similar Keyframes

The goal of this step is to avoid that keyframes too similar appear in the produced summaries. For this
purpose, the keyframes are compared among themselves through color histogram. The similarity is
based on a threshold 7, the same used to estimate the number of clusters. If the measured similarity is
lower than 7, then the keyframe is removed from the summary.

In Figure 3, it is possible to see an example of similar keyframes (7< 0.5) and non-similar keyframes
(T >=0.5). It is interesting to notice that the frames do not need to be identical to be considered too
similar.

(a) (b) (¢c) (d)

Figure 3: Similar keyframes (a—b) and non-similar keyframes (c—d) of the video Senses And Sensitivity,
Introduction to Lecture 2 (available at [14]).

Finally, the remaining keyframes are arranged in temporal order to make the produced summary
easier to understand.

CONCLUSIONS

Automatic video summarization has been receiving growing attention from the scientific community.
This attention can be explained by several factors, for instance, (1) the advances in the computing and
network infrastructure, (2) the growth of the number of videos published on the Internet, (3) scientific



challenges, (4) practical applications as search engines and digital libraries, (5) inappropriate use of
traditional video summarization techniques to describe, represent and perform search in large video
collections. As examples the video search engines as Alta Vista, Google, and Yahoo usually represent
entire videos by a singie keyframe.

In this paper, we presented VSUMM, a mechanism designed to produce static video summaries. It
presents the advantages of the concepts of related work in the video summarization; on a single
method, VSUMM includes the main contributions of previously proposed techniques. We also
developed a new subjective method to evaluate the proposed summary, which (1) reduces the
subjectivity of evaluation task, (2) quantifies the summary quality and (3) allows comparisons among
different techniques quickly.

One of the future lines of investigation will be to test VSUMM on different genres of videos, such as
cartoons, sports, tv-shows; and test VSUMM on long videos. In addition, other features will be
investigated, for example, motion, shape, texture. The fusion of different features is also an interesting
future direction. Furthermore, techniques to estimate the number of clusters will be exploited, for
instance, Akaike’s Information Criterion (AIC) /37] or Minimum Description Length (MDL) /38]/.
Moreover, other clustering algorithms will be investigated, for example, DBSCAN /39/, a density-
based clustering method. Finally, VSUMM can be extended to produce video skims. It can be created
from keyframes by joining fixed-size segments, subshots, or the whole shots that enclose them, as
employed in //8].
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